


rug Abuse
Handboo

Editor-in-Chuef
Steven B. Karch, M.D.

Assistant Medical Examiner
City and County of San Francisco
San Francisco, California

CRC Press
Boca Raton Boston London New York Washington, D.C.



Acquiring Editor: Paul Petralia
Project Editor: Susan Fox
Cover Design: Denise Craig
Prepress: Kevin Luong

Library of Congress Cataloging-in-Publication Data

Drug abuse handbook / editor-in-chief, Steven B. Karch.
p. cm.
Includes bibliographical references.
ISBN 0-8493-2637-0 (alk. paper)
1. Drugs of abuse--Handbooks, manuals, etc. 2. Drug abuse-

-Handbooks, manuals, etc. 3. Forensic toxicology--Handbooks,

manuals, etc. I. Karch, Steven B.

RM316.D76 1997

616.86--dc21 97-45100

CIP

This book contains information obtained from authentic and highly regarded sources. Reprinted material is quoted with
permission, and sources are indicated. A wide variety of references are listed. Reasonable efforts have been made to publish
reliable data and information, but the author and the publisher cannot assume responsibility for the validity of all materials or
for the consequences of their use.

Neither this book nor any part may be reproduced or transmitted in any form or by any means, electronic or mechanical,
including photocopying, microfilming, and recording, or by any information storage or retrieval system, without prior
permission in writing from the publisher.

All rights reserved. Authorization to photocopy items for internal or personal use, or the personal or internal use of specific
clients, may be granted by CRC Press LLC, provided that $.50 per page photocopied is paid directly to Copyright Clearance
Center, 27 Congress Street, Salem, MA 01970 USA. The fee code for users of the Transactional Reporting Service is ISBN
0-8493-2637-0/98/$0.00+$.50. The fee is subject to change without notice. For organizations that have been granted a
photocopy license by the CCC, a separate system of payment has been arranged.

CRC Press LLC’s consent does not extend to copying for general distribution, for promotion, for creating new works, or
for resale. Specific permission must be obtained in writing from CRC Press LLC for such copying.

Direct all inquiries to CRC Press LLC, 2000 Corporate Blvd., N.W., Boca Raton, Florida 33431.

Trademark Notice: Product or cororate names may be trademarks or registered trademarks, and are used only for
identification and explanation, without intent to infringe.

© 1998 by CRC Press LLC

No claim to original U.S. Government works

International Standard Book Number 0-8493-2637-0

Library of Congress Card Number 97-45100

Printed in the United States of America 1 2 3 4 56 7 8 9 0
Printed on acid-free paper



PREFACE

It is my hope that this book will be used both by scientists and the policymakers who determine
where the research dollars are spent. Anyone who takes the time to read more than a few pages
of this Handbook will encounter quite a few surprises, some good and some bad. The good
news is that during the last decade, a tremendous amount has been learned about abused drugs.
The bad news is that progress has not been equally rapid on all fronts. Molecular biologists and
neurochemists who, perhaps not coincidentally receive the lion’s share of federal funding, have
made breathtaking advances. They are tantalizingly close to characterizing the basic mecha-
nisms of addiction. Progress has been somewhat less dramatic on other fronts.

Testing workers for drugs has become a huge, competitive business. Market forces have
ensured that the necessary research was done. Regulated urine drug testing is now a reliable
and reasonably well-understood process. Yet, desperately needed studies to test the efficacy (as
opposed to the accuracy) of workplace drug testing programs are not on the horizon, and we
still do not know with any certainty whether the enormous amount of money being spent really
has an effect on worker absenteeism, accident rates, and productivity.

In areas where government and industry share common interests, there has been impressive
progress. Researchers interested in impairment testing have received sufficient funding to
finally place this discipline on firm scientific footing. But practical workplace applications for
impairment testing are hampered by the paucity of data relating blood, hair, sweat, and saliva
drug concentrations with other workplace performance measures.

The use of alternate testing matrices poses a daunting challenge. Until very recently,
alternate approaches to workplace testing were not permitted. There was little government
interest, and no potential market in sight. With no money to be made, industry leaders saw no
reason to invest in new technologies. Now it appears that pressure from private industry has
altered government perceptions, and changes may be imminent. But a great deal of science
remains to be done. In particular, basic pharamcokinetic research is needed to describe the
disposition of abused drugs in alternate specimens. Without such data, the utility of alternate
specimens is limited, and reliable interpretation of test results is nearly impossible.

Farther away from university and government laboratories, at the bedside and at the
autopsy table, the picture is not quite so rosy. SAMSHSA supported the development of
LAAM, the long acting methadone substitute, and funding has gone into improving metha-
done maintenance programs. But methadone clinics are not ivory towers, and controlled
studies with non-compliant patients are fiendishly difficult. Politicians intent on being “tough
on drugs” have created a regulatory climate where control of treatment has largely been taken
away from physicians, and political considerations outweigh reasoned scientific judgment. The
recent suggestion by National Drug Control Policy Director Barry McCaffrey that physicians
be allowed to prescribe methadone, may mark an important shift in the way our leaders address
these problems.

Even so, research into the medical management of drug users is not exactly a priority issue.
One might suppose that given the very sophisticated techniques now available for therapeutic
drug monitoring, the kinetics of abused drugs would be well characterized. There are several
reasons why they have not. Discounting the fact that such projects have little commercial
appeal, and seem not to be a priority for our government (even though most of the important
research has been done at the federally funded Addiction Research Center), the greatest
handicaps are ethical and political. Drug abusers take drugs in quantities that no Institutional
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Review Board would ever approve and that doctors would refuse to administer. Whether or not
the body metabolizes 50 mg of cocaine given intravenously the same way it manages 250 mg
is, for the moment, at least, anyone’s guess. However, the results of recent studies from the
Addiction Research Center suggest that chronic oral dosing with cocaine may allow researchers
to simulate the high doses used on the street.

Cocaine and heroin abuse claim the lives of more than 15,000 Americans every year, but
no pathologist sits on the advisory board that passes on drug research grants, and there is no
federal funding for pathology or for pathologists interested in drug abuse. The sorry state of
the DAWN report (Drug Abuse Warning Network) offers a hint of the importance our
government accords to the investigation of drug-related deaths; results for 1995 were finally
released in May of 1997! Three-year-old epidemiologic data may be of some interest to
historians, but it certainly is of little value to clinicians.

At least the epidemiologic studies get funded. Lack of federal support means that a great
many promising leads are being passed up. There is mounting evidence that chronic drug abuse
produces identifiable morphologic changes in the heart, brain, lungs, and liver. But there are
no federal funds to support the studies needed to translate these preliminary observations into
useful diagnostic tools.

Toxicologists studying postmortem materials have done no better than the pathologists.
Technologic innovations in workplace testing and therapeutic drug monitoring now allow the
routine measurement of nanogram quantities of drugs in tissue obtained at autopsy, but the
interpretation of these measurements is not a straightforward process. Even though postmor-
tem drug concentrations are frequently debated in court, research on the interpretation of
postmortem drug levels consists of little more than a handful of case reports, published by a
few dedicated researchers. During the last decade, more than 50,000 Americans have died
using cocaine, but postmortem tissue levels have only been reported in a handful of cases.

Even if the tissue levels were better characterized, tolerance occurs. It is impossible to speak
of “lethal” and “non-lethal” cocaine and morphine concentrations because tolerant users may
be unaffected by levels that would be lethal in naive drug users. But, poorly informed physicians
and attorneys continue to ignore these subtleties, just as they continue to ignore the wealth
of scientific knowledge that has been accumulated on the effects of alcohol, both in the living
and the dead. The same legal arguments are debated again and again, even though the science
has been very well worked out.

Important research remains to be done, yet we have already learned a great deal. Unfor-
tunately, that knowledge is not being shared effectively, not with the rest of the medical
community, not with the courts, and certainly not with drug policy makers. If we can do a
better job of educating, then sometime in the not too distant future, we may be able to obtain
the support for the work that we know needs to be done. I hope this book helps in that process.
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CHAPTER 1

CRIMINALISTICS—INTRODUCTION TO
CONTROLLED SUBSTANCES

Josern P. Bono, MA

SuPERVISORY CHEMIST, DRUG ENFORCEMENT ADMINISTRATION, SPECIAL TESTING AND
RESEARCH LABORATORY, MCLEAN, VIRGINIA

TABLE OF CONTENTS

1.1 Definition and Scheduling of Controlled Substances
1.2 Scheduling of Controlled Substances
1.3 Controlled Substance Analogue Enforcement Act of 1986
1.4 Controlled Substances
1.4.1 Heroin
1.4.1.1 Heroin Sources by Region
1.4.1.2 Isolation of Morphine and Heroin Production
1.4.2 Cocaine
1.4.2.1 Sources of Cocaine
1.4.2.2 Historical Considerations
1.4.2.3 Isolation and Purification
1.4.2.4 Conversion to “Crack”
1.4.2.5 Other Coca Alkaloids
1.4.2.6 Cocaine Adulterants
1.4.3 Marijuana
1.4.3.1 History and Terminology
1.4.3.2 Laboratory Analysis
1.4.4 Peyote
1.4.5 Psilocybin Mushrooms
1.4.6 Lysergic Acid Diethylamide (LSD)
1.4.7 Phencyclidine (PCP)
1.4.8 Fentanyl
1.4.9 Phenethylamines
1.4.10 Methcathinone (CAT)
1.4.11 Catha Edulis (KHAT)
1.4.12 Anabolic Steroids
1.4.12.1 Regulatory History
1.4.12.2 Structure Activity Relationship
1.4.12.3 Forensic Analysis
1.5 Legitimate Pharmaceutical Preparations
1.5.1 Benzodiazepines
1.5.2 Other Central Nervous System Depressants
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1.5.3 Narcotic Analgesics
1.5.4  Central Nervous System Stimulants
1.5.5 Identifying Generic Products
1.6 Unique Identify Factors
1.6.1 Packaging Logos
1.6.2  Tablet Markings and Capsule Imprints
1.6.3  Blotter Paper LSD
1.7 Analyzing Drugs in the Forensic Science Laboratory
1.7.1 Screening Tests
1.7.1.1 Physical Characteristics
1.7.1.2 Color Tests
1.7.1.3 Thin Layer Chromatography
1.7.2  Confirmatory Chemical Tests
1.7.2.1 Microcrystal Identifications
1.7.2.2 Gas Chromatography
1.7.2.3 High Performance Liquid Chromatography (HPLC)
1.7.2.4 Capillary Electrophoresis (CE)
1.7.2.5 Infrared Spectrophotometry (IR)
1.7.2.6 Gas Chromatography/Mass Spectroscopy (GC/MS)
1.7.2.7 Nuclear Magnetic Resonance (NMR) Spectroscopy
1.7.3  Controlled Substances Examinations
1.7.3.1 Identifying and Quantitating Controlled Substances
1.7.3.2 Identifying Adulterants and Diluents
1.7.3.3 Quantitating Controlled Substances
1.7.3.4 Reference Standards
1.8 Comparative Analysis
1.8.1 Determining Commonality of Source
1.8.2 Comparing Heroin Exhibits
1.8.3 Comparing Cocaine Exhibits
1.9 Clandestine Laboratories
1.9.1 Safety Concerns
1.9.2 Commonly Encountered Chemicals in the Clandestine
Laboratory
1.9.3 Tables of Controlled Substances
1.9.3.1 Generalized List by Category of Physiological Effects
and Medical Uses of Controlled Substances
1.9.3.2 Listing of Controlled Substances by Schedule Number

1.1 DEFINITION AND SCHEDULING OF CONTROLLED SUBSTANCES

A “controlled substance” is a drug or substance of which the use, sale, or distribution is
regulated by the federal government or a state government entity. These controlled substances
are listed specifically or by classification on the federal level in the Controlled Substances Act
(CSA) or in Part 1308 of the Code of Federal Regulations. The purpose of the CSA is to
minimize the quantity of useable substances available to those who are likely to abuse them.
At the same time, the CSA provides for the legitimate medical, scientific, and industrial needs
of these substances in the U.S.
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1.2 SCHEDULING OF CONTROLLED SUBSTANCES

Eight factors are considered when determining whether or not to schedule a drug as a
controlled substance:

. Actual or relative potential for abuse.

. Scientific evidence of pharmacological effect.
. State of current scientific knowledge.

. History of current pattern of abuse.

. Scope, duration, and significance of abuse.

. Risk to the public health.

. Psychic or physiological dependence liability.
. Immediate precursor.

O N O\ UL i N

The definition of potential for abuse is based upon an individual taking a drug of his own
volition in sufficient amounts to cause a health hazard to himself or to others in the community.
Data is then collected to evaluate three factors: (1) actual abuse of the drug; (2) the clandestine
manufacture of the drug; (3) trafficking and diversion of the drug or its precursors from
legitimate channels into clandestine operations. Pre-clinical abuse liability studies are then
conducted on animals to evaluate physiological responses to the drug. At this point, clinical
abuse liability studies can be conducted with human subjects, which evaluate preference studies
and epidemiology.

Accumulating scientific evidence of a drug’s pharmacological effects involves examining
the scientific data concerning whether the drug elicits a stimulant, depressant, narcotic, or
hallucinogenic response. A determination can then be made as to how closely the pharmacol-
ogy of the drug resembles that of other drugs that are already controlled.

Evidence is also accumulated about the scientific data on the physical and chemical
properties of the drug. This can include determining which salts and isomers are possible and
which are available. There is also a concern for the ease of detection and identification using
analytical chemistry. Since many controlled substances have the potential for clandestine
synthesis, there is a requirement for evaluating precursors, possible synthetic routes, and
theoretical yields in these syntheses. At this phase of the evaluation, medical uses are also
evaluated.

The next three factors—(1) history and patterns of abuse; (2) scope, duration, and
significance of abuse; and (3) risks to public health—all involve sociological and medical
considerations. The results of these studies focus on data collection and population studies.
Psychic and physiological dependence liability studies must be satisfied for a substance to be
placed into Schedules II through V. This specific finding is not necessary to place a drug into
Schedule I. A practical problem here is that it is not always easy to prove a development of
dependence.

The last factor is one that can involve the forensic analyst. Under the law, an “immediate
precursor” is defined as a substance that is an immediate chemical intermediary used or likely
to be used in the manufacture of a specific controlled substance. Defining synthetic pathways
in the clandestine production of illicit controlled substances requires knowledge possessed by
the experienced analyst.

A controlled substance will be classified and named in one of five schedules. Schedule I
includes drugs or other substances that have a high potential for abuse, no currently accepted
use in the treatment of medical conditions, and little, if any, accepted safety criteria under the
supervision of a medical professional. Use of these substances will almost always lead to abuse
and dependence. Some of the more commonly encountered Schedule I controlled substances
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are heroin, marijuana, lysergic acid diethylamide (LSD), 3,4-methylenedioxy-amphetamine
(MDA), and psilocybin mushrooms.

Progressesing from Schedule II to schedule V, abuse potential decreases. Schedule II
controlled substances also include drugs or other substances that have a high potential for
abuse, but also have some currently accepted, but severely restricted, medical uses. Abuse of
Schedule IT substances may lead to dependence which can be both physical and /or psychologi-
cal. Because Schedule II controlled substances do have some recognized medical uses, they are
usually available to health professionals in the form of legitimate pharmaceutical preparations.
Cocaine hydrochloride is still used as a topical anesthetic in some surgical procedures. Meth-
amphetamine, up until a few years ago, was used in the form of Desoxyn to treat hyperactivity
in children. Raw opium is included in Schedule II. Amobarbital and secobarbital, which are
used as central nervous system depressants are included, as is phencyclidine (PCP) which was
used as a tranquilizer in veterinary pharmaceutical practices. In humans, PCP acts as a
hallucinogen. Though many of the substances seized under Schedule I were not prepared by
legitimate pharmaceutical entities, cocaine hydrochloride and methamphetamine are two
examples of Schedule II drugs which, when confiscated as white to off-white powder or
granules in plastic or glassine packets, have almost always been prepared on the illicit market
for distribution. As one progresses from Schedules III through V, most legitimate pharmaceu-
tical preparations will be encountered.

1.3 CONTROLLED SUBSTANCE ANALOGUE ENFORCEMENT ACT OF 1986

In recent years, the phenomenon of controlled substance analogues and homologues has
presented a most serious challenge to the control of drug trafficking and successful prosecution
of clandestine laboratory operators. These homologues and analogues are synthesized drugs
that are chemically and pharmacologically similar to substances that are listed in the Controlled
Substances Act, but which themselves are not specifically controlled by name. (The term
“designer drug” is sometimes used to describe these substances.) The concept of synthesizing
controlled substances analogues in an attempt to circumvent existing drug law was first noticed
in the late 1960s. At about this time there were seizures of clandestine laboratories engaged
in the production of analogues of controlled phenethylamines. In the 1970s variants of
methaqualone and phencyclidine were being seized in clandestine laboratories. By the 1980s,
Congress decided that the time had come to deal with this problem with a federal law
enforcement initiative. The Controlled Substance Analogue Enforcement Act of 1986 amends
the Comprehensive Drug Abuse Prevention and Control Act of 1970 by including the
following section:

Section 203. A controlled substance analogue shall to the extent intended for human consump-
tion, be treated, for the purposes of this title and title III as a controlled substance in schedule
I.

The 99th Congress went on to define the meaning of the term “controlled substance
analogue” as a substance:

(i) the chemical structure of which is substantially similar to the chemical structure of a
controlled substance in schedule I or 1I;

(ii) which has a stimulant, depressant, or hallucinogenic effect on the central nervous system
that is substantially similar to or greater than the stimulant, depressant, or hallucinogenic effect
on the central nervous system of a controlled substance in schedule I or IT; or
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(iii) with respect to a particular person, which person represents or intends to have a stimulant,
depressant, or hallucinogenic effect on the central nervous system of a controlled substance in
schedule I or II.”

The Act goes on to exclude:
(1) a controlled substance
(ii) any substance for which there is an approved new drug application
(iii) with respect to a particular person any substance, if an exemption is in effect for investi-
gational use, for that person, under section 505...to the extent conduct with respect to such

substance is pursuant to such exemption; or

(iv) any substance to the extent not intended for human consumption before such an exemp-
tion takes effect with respect to that substance.

Treatment of exhibits falling under the purview of the federal court system is described in
Public Law 91-513 or Part 1308 of the Code of Federal Regulations. Questions relating to
controlled substance analogues and homologues can usually be answered by reference to the
Controlled Substances Analogue and Enforcement Act of 1986.

1.4 CONTROLLED SUBSTANCES

1.4.1 HERION

Whenever one thinks about drugs of abuse and addiction, heroin is one of the most recognized
drugs. Heroin is a synthetic drug, produced from the morphine contained in the sap of the
opium poppy. The abuse of this particular controlled substance has been known for many years.
The correct chemical nomenclature for heroin is O3, O°¢ -diacetylmorphine. Heroin is synthe-
sized from morphine in a relatively simple process. The first synthesis of diacetylmorphine
reported in the literature was in 1875 by two English chemists, G.H. Beckett and C.P. Alder
Wright. ! In 1898 in Eberfield, Germany, the Farbenfarbriken vorm Friedrich Bayer and
Company produced the drug commercially. An employee of the company, H. Dresser, named
the morphine product “Heroin”.2 There is no definitive documentation as to where the name
“heroin” originated. However, it probably had its origin in the “heroic remedies” class of drugs
of the day.

Heroin was used in place of codeine and morphine for patients suffering from lung diseases
such as tuberculosis. Additonally, the Bayer Company advertised heroin as a cure for morphine
addiction. The analgesic properties of the drug were very effective. However, the addictive
properties were quite devastating. In 1924, Congress amended the Narcotic Drug Import and
Export Act to prohibit the importation of opium for the manufacture of heroin. However,
stockpiles were still available and could be legally prescribed by physicians. The 1925 Interna-
tional Opium Convention imposed drug controls that began to limit the supply of heroin from
Europe. Shortly thereafter, the clandestine manufacture of heroin was reported in China. The
supplies of opium in the Far East provided a ready source of morphine—the starting material
for the synthesis. The medical use of heroin in the U.S. was not banned until July 19, 1956
with the passage of Public Law 728, which required all inventories to be surrendered to the
federal government by November 19, 1956.
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In the past 50 or so years, the source countries for opium used in clandestine heroin
production have increased dramatically. Political and ecomomic instability in many areas of the
world account for much of the increased production of heroin. The opium that is used to
produce the heroin that enters the U.S. today has four principal sources. Geographically all of
these regions are characterized by a temperate climate with appropriate rainfall and proper soil
conditions. However, there are differences in the quality of opium, the morphine content, and
the number of harvests from each of these areas. Labor costs are minimal and the profit margins
are extremely high for those in the upper echelons of heroin distribution networks.

1.4.1.1 Heroin Sources by Region

The “Golden Triangle” areas of Burma, China, and Laos are the three major source countries
in this part of the world for the production of illicit opium. Of these three countries, 60 to 80%
of the total world supply of heorin comes from Burma. Heroin destined for the U.S. transits
a number of countries including Thailand, Hong Kong, Japan, Korea, the Philippines, Singapore,
and Taiwan. Southeast Asian heroin is usually shipped to the U.S. in significant quantities by
bulk cargo carriers. The techniques for hiding the heroin in the cargo are quite ingenious. The
shipment of Southeast Asian (SEA) Heroin in relatively small quantities is also commonplace.
Criminal organizations in Nigeria have been deeply involved in the small quanitity smuggling
of SEA heroin into the U.S. The “body carry” technique and ingestion are two of the better
known methods of concealment by the Nigerians. SEA heroin is high quality and recognized
by its white crystalline appearance. Though the cutting agents are numerous, caffeine and
acetaminophen appear quite frequently.

Southwest Asia—Turkey, Iraq, Iran, Afghanistan, Pakistan, India, Lebanon, and the
Newly Independent States of the former Soviet Union (NIS) are recognized as source countries
in this part of the world. Trafficking of Southwest Asian heroin has been on the decline in the
U.S. since the end of 1994. Southwest Asian heroin usage is more predominant in Europe than
in the U.S. The Southwest Asian heroin that does arrive in the U.S. is normally transhipped
through Europe, Africa, and the NIS. The political and economic conditions of the NIS and
topography of the land make these countries ideal as transit countries for heroin smuggling.
The rugged mountainous terrain and the absence of significant enforcement efforts enable
traffickers to proceed unabated. Most Southwest Asian heroin trafficking groups in the
originating countries, the transitting countries, and the U.S. are highly cohesive ethnic groups.
These groups rely less on the bulk shipment and more on smaller quantity commercial cargo
smuggling techniques. Southwest Asian heroin is characterized by its off-white to tan powdery
appearance as compared to the white SEA heroin. The purity of Southwest Asian heroin is only
slightly lower than that of SEA heroin. The cutting agents are many. Phenobarbital, caffeine,
acetaminophen, and calcium carbonate appear quite frequently.

Central America—Mexico and Guatemala are the primary source countries for heroin in
Central America. Mexico’s long border with the U.S. provides easy access for smuggling and
distribution networks. Smuggling is usually small scale and often involves illegal immigrants
and migrant workers crossing into the U.S. Heroin distribution in the U.S. is primarily the
work of Mexican immigrants from the States of Durango, Michoacan, Nuevo Leon, and
Sinaloa. Concealment in motor vehicles, public transportation, external body carries, and
commercial package express are common. This heroin usually ranges from a dark brown
powder to a black tar. The most commonly encountered adulterants are amorphous (formless
and indeterminate) materials and sugars. The dark color of Mexican heroin is attributed to
processing by-products. The purity of Mexican heroin varies greatly from seizure to seizure.

South America—Heroin production in this part of the world is a relatively new phenom-
enon. Cultivation of opium has been documented along the Andean mountain range within
Colombia in the areas of Cauca, Huila, Tolima, and Santaner. There have been a number of
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morphine base and heroin processing facilities seized in Colombia in the past few years.
Smuggling of South American heroin into the U.S. increased dramatically in 1994 and 1995.
The primary method of smuggling has been by Colombian couriers aboard commercial
airliners using false-sided briefcases and luggage, hollowed out shoes, or by ingestion. Miami
and New York are the primary ports of entry into the U.S. One advantage which the traffickers
from South America have is the importation networks that are already in place for the
distribution of cocaine into the U.S. Transhipment of this heroin through other South
American countries and the Caribbean is also a common practice. South American heroin has
many of the same physical characteristics of Southwest Asian heroin. However, the purity of
South American heroin is higher with fewer adulterants than Southwest Asian heroin. Cocaine
in small quantities is oftentimes encountered in South American heroin exhibits. In such cases,
it is not always clear whether the cocaine is present as a contaminant introduced due to
common packaging locations of cocaine and heroin, or whether it has been added as an
adulterant.

1.4.1.2 Isolation of Morphine and Heroin Production

There are some very specific methods for producing heroin. However, all involve the same four
steps: (1) The opium poppy (Papaver Somniferum L.) is cultivated; (2) the poppy head is
scored and the opium latex is collected; (3) the morphine is the isolated from the latex; and
(4) the morphine is treated with an acetylating agent. Isolation of the morphine in Step 3 is
accomplished using a rendition of one of the following five methods:

1. The Thiboumery and Mohr Process (TMP)—This is the most well known of the
reported methods for isolating morphine followed by the acetylation to heroin.
Dried opium latex is dissolved in three times its weight of hot water. The solution
is filtered hot which removes undissolved botanical substances. These undissolved
botanicals are washed with hot water and filtered. This is done to ensure a
maximized yield of morphine in the final product. The filtrate is reduced to half its
volume by boiling off the water. The laboratory operator then adds to the filtrate
a boiling solution of calcium hydroxide which forms the water soluble calcium
morphinate. The precipitates, which include the insoluble alkaloids from the opium,
and the insoluble materials from this step are filtered. These insolubles are then
washed three more times with water and filtered. The resulting filtrate, which
contains calcium morphinate still in solution, is then evaporated to a weight of
approximately twice the weight of the original weight of the opium and then
filtered. This results in a concentrated calcium morphinate solution which is heated
to a boil. Ammonium chloride is then added to reduce the pH below 9.85. When
this solution cools, morphine base precipitates and is collected by filtration. The
morphine base is dissolved in a minimum volume of warm hydrochloric acid. When
this solution cools the morphine hydrochloride precipitates. The precipitated mor-
phine hydrochloride is then isolated by filtration.

2. The Robertson and Gregory Process (RGP)—This method is similar to the
Thiboumery and Mohr Process. The laboratory operator washes the opium with
five to ten times its weight of cold water. The solution is then evaporated to a syrup
which is then re-extracted with cold water and filtered. The filtrate is evaporated
until the specific gravity of the solution is 1.075. The solution is boiled and calcium
chloride is added. Cold water is added to the calcium morphinate solution which
is then filtered. The solution is concentrated and the calcium morphinate then
precipitates out of solution as the liquid evaporates. The calcium morphinate is then
redissolved in water and filtered. To the filtrate is added ammonia which allows the
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morphine base to precipitate. This morphine base can then be further treated to
produce the pharmaceutical quality morphine.

The Thiboumery and Mohr Process and the Robertson and Gregory Process are
used by commercial suppliers for the initial isolation of morphine from opium. In
clandestine laboratories, the same methodologies and rudimentary steps are followed.
However, since the operators are using “bucket chemistry”, there are modifications
to hasten and shortcut the processes.

Three other methods can then be utilized to convert the relatively crude morphine
base through purification processes to high quality morphine base or morphine
hydrochloride crystals. Modifications of these purifications are used by clandestine
laboratory operators.

3. The Barbier Purification—The morphine base is dissolved in 80°C water. Tartaric
acid is added until the solution becomes acidic to methyl orange. As the solution
cools, morphine bitartrate precipitates, is filtered, washed with cold water, and
dried. The morphine bitartrate is then dissolved in hot water and ammonia is added
to pH 6. This results in a solution of morphine monotartrate. The laboratory
operator then adds activated carbon black, sodium bisulfite, sodium acetate, and
ammonium oxalate. This process results in a decolorization of the morphine. When
this decolorization process is complete, ammonia is added to the solution which
results in white crystals of morphine base. These purified morphine base crystals are
then filtered and dried. This high quality morphine base is converted to morphine
hydrochloride by adding 30% ethanolic HCI to a warm solution of morphine in
ethanol. The morphine hydrochloride crystallizes from solution as the solution
cools.

4. The Schwyzer Purification—The acetone insoluble morphine base (from either
the TMB or RGP) is washed in with acetone. The morphine base is then re-
crystallized from hot ethyl alcohol.

5. The Heumann Purification—The laboratory operator washes the morphine base
(from either the TMB or RGP) with trichloroethylene, followed by a cold 40%
ethanol wash. This is subsequently followed by an aqueous acetone wash.

The quality of the clandestine product is usually evaluated by the color and texture of the
morphine from one of these processes. If the clandestine laboratory operator is producing
morphine as his end product, with the intention of selling the morphine for conversion by a
second laboratory, the morphine will usually be very pure. However, if he continues with the
acetylation of the morphine to heroin, the “intermediate” morphine will frequently be rela-
tively impure.

Heroin can be produced synthetically, but requires a 10-step process and extensive
expertise in synthetic organic chemistry. The total synthesis of morphine has been reported by
Gates and Tschudi in 1952 and by Elad and Ginsburg in 1954.3* A more recent synthesis was
reported by Rice in 1980.% All of these methods require considerable forensic expertise and
result in low yield. There are also methods reported in the literature for converting codeine to
morphine using an O-demethylation. The morphine can then be acetylated to heroin. One of
these procedures is referred to as “homebake” and was described in the literature by Rapoport
et al.b This particular procedure has been reported only in New Zealand and Australia.

Acetylation of Morphine to Diacetylmorphine (Heroin)—This process involves placing
dried morphine into a reaction vessel and adding excess acetic anhydride (Figure 1.4.1.2).
Sometimes a co-solvent is also used. The mixture is heated to boiling and stirred for varying
periods of time ranging from 30 min up to 3 or 4 h. The vessel and contents are cooled and
diluted in cold water. A sodium carbonate solution is then added until precipitation of the
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Figure 1.4.1.2 Clandestine laboratory synthesis of heroin

heroin base is complete and settles to the bottom of the reaction vessel. The heroin base is then
cither filtered and dried, or undergoes further processing to enhance the purity or to convert
the base to heroin hydrochloride.

Processing By-Products and Degradation Products in Heroin—Pharmaceutical grade
heroin has a purity of greater than 99.5%. Impurities include morphine, the O-3- and O-6-
monoacetylmorphines, and other alkaloidal impurities and processing by-products. The impu-
rities found in clandestinely produced heroin include but are certainly not limited to: the
monoacetylmorphines, morphine, codeine, acetylcodeine, papaverine, noscapine, thebaine,
meconine, thebaol, acetylthebaol, norlaudanosine, reticuline, and codamine. These impurities
(from both quantitative and qualitative perspectives) are retained as the result of anomalies in
processing methodologies.
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1.4.2 COCAINE

The social implications of cocaine abuse in the U.S. have been the subject of extensive media
coverage during much of the 1980s and most of the 1990s. As a result, the general public has
acquired some of the terminology associated with the cocaine usage. “Smoking crack” and
“snorting coke” are terms that have become well understood in the American culture from
elementary school through adulthood. However, there are facts associated with this drug which
are not well understood by the general public. There are documented historical aspects
associated with coca and cocaine abuse which go back 500 years. Recognizing some of these
historical aspects enables the public to place today’s problem in perspective. Cocaine addiction
has been with society for well over 100 years.
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Figure 1.4.2.1

There are four areas of interest this section will address: (1) Where does cocaine come
from? (2) How is cocaine isolated from the coca plant? (3) What does one take into the body
from cocaine purchased on the street? (4) How does the chemist analyzing the drug identify
and distinguish between the different forms of cocaine?

Cocaine is a Schedule II controlled substance. The wording in Title 21, Part 1308.12(b)(4)
of the Code of Federal Regulations states:

Coca leaves (9040) and any salt, compound, derivative or preparation of coca leaves (including
cocaine (9041) and ecgonine (9180) and their salts, isomers, derivatives and salts of isomers
and derivatives), and any salt, compound, derivative, or preparation thereof which is chemically
equivalent or identical with any of these substances, except that the substances shall not include
decocanized coca leaves, or extractions of coca leaves, do not contain cocaine or ecgonine.

It is significant that the term “coca leaves” is the focal point of that part of the regulation
controlling cocaine. The significance of this fact will become more apparent as this discussion
progresses.

1.4.2.1 Sources of Cocaine

Cocaine is just one of the alkaloidal substances present in the coca leaf. Other molecules, some
of them psychoactive (norcocaine being the most preominent) are shown in Figure 1.4.2.1
Cocaine is extracted from the leaves of the coca plant. The primary of source of cocaine
imported into the U.S. is South America, but the coca plant also grows in the Far East in
Ceylon, Java, and India. The plant is cultivated in South America on the eastern slopes of the
Andes in Peru, and Bolivia. There are four varieties of coca plants — Erythroxylon coca var. coca
(ECVC), Erythroxylon coca var. ipadu, Erythroxylum novogranatense var. novogranatense, and
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Erythroxylum novogranatense var. truxillense.)- ECVC is the variety that has been used for the
manufacture of illicit cocaine. While cultivated in many countries of South America, Peru and
Bolivia are the world’s leading producers of the coca plant. Cocaine is present in the coca leaves
from these countries at dry weight concentrations of from 0.1 to 1%. The average concentra-
tion of cocaine in the leaf'is 0.7%. The coca shrub has a life expectancy of 50 years and can be
harvested three or four times a year.

The method of isolating cocaine from the coca leaf does not require a high degree of
technical expertise or experience. It requires no formal education or expensive scientific
equipment or chemicals. In most instances the methodology is passed from one generation to
the next.

1.4.2.2 Historical Considerations

Prior to the 1880s, the physiological properties of cocaine and the coca leaf were not readily
distinguishable in the literature. During that year, H.H. Rusby and W.G. Mortimer made the
distinction between the physiological properties of “isolated” cocaine and the coca leaf.
Mortimer wrote,

...the properties of cocaine, remarkable as they are, lie in an altogether different direction from
those of coca.!

In 1884, two significant papers appeared in the literature. Sigmund Freud published the
first of his five papers on the medicinal properties of cocaine.? A few months later, Karl Koller
discovered the use of cocaine as local anesthetic.?A In 1886, Sir Arthur Conan Doyle, an eye
specialist who had studied at Vienna General Hospital, where Freud and Koller made their
discoveries, made reference to Sherlock Holmes’ use of cocaine in The Sign of Four.? During
the same year in Atlanta, Georgia, John Pemberton introduced to this country, caught up in
the frenzy of alcohol prohibition, a beverage consisting of coca leaf extracts, African kola nuts,
and a sweet carbonated syrup. The product was named “Coca-Cola”#* Pemberton received his
inspiration from Angelo Mariani, a Corsican pharmacist working in Paris, who had been selling
a coca leaf-Bordeaux wine tincture since the early 1860s. Mariani’s product was the most
popular tonic of its time, and was used by celebrities, poets, popes, and presidents.? Patterns
of coca consumption changed dramatically as society entered the 20th century. In the 19th
century, cocaine was only available in the form of a botanical product or a botanical product
in solution. When chemical houses, such as Merck, began to produce significant quantites of
refined cocaine, episodes of toxicity became much more frequent, the views of the medical
profession changed, and physicians lost much of their enthusiasm for the drug.

Until 1923, the primary source of cocaine was from the coca leaf. In that year, Richard
Willstatter was able to synthesize a mixture of d-cocaine, l-cocaine, d-pseudococaine, and
l-pseudococaine. This multi-step synthesis requires a high degree of technical expertise in
organic chemistry and results in low yields.® These financial and technical factors make the
extraction of cocaine from the coca leaf the method by which most, if not all, of the cocaine
is isolated for distribution on both the licit and illicit markets.

1.4.2.3 Isolation and Purification

The extraction and isolation of cocaine from the coca leaf is not difficult. There is more than
one way to do it. South American producers improvise depending on the availability of
chemicals. All of the known production techniques involve three primary steps: (1) extraction
of crude coca paste from the coca leaf; (2) purification of coca paste to cocaine base; and (3)
conversion of cocaine base to cocaine hydrochloride. The paste and base laboratories in South
America are deeply entrenched and widespread with thousands of operations, whereas the
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conversion laboratories are more sophisticated and centralized. They border on semi-industrial
pilot-plant type laboratories involving a knowledge of chemistry and engineering.

The primary isolation method used until recently is a Solvent Extraction Technique. The
essential methodology involves macerating a quantity of coca leaves with lime water, and then
adding kerosene with stirring. After a while the kerosene is separated from the aqueous layer.
A dilute sulfuric acid solution is added to the kerosene with stirring. This time the kerosene
is separated from the aqueous layer and set aside. It is common to save the kerosene for another
extraction of the leaves. The aqueous layer is retained and neutralized with limestone or some
other alkaline substance. The material that precipitates after the addition of limestone is crude
coca paste containing anywhere from 30 to 80% cocaine, with the remainder of the cocaine
matrix composed primarily of other alkaloids, hydrolysis products, and basic inorganic salts
used in the processing. This solid material is isolated by filtration for purification of the cocaine.

The coca paste is then dissolved in dilute sulfuric acid, and dilute potassium permanganate
solution is added to oxidize the impurities. This solution is then filtered, and ammonium
hydroxide is added to the filtrate to precipitate cocaine base. This “cocaine” is not ready for
shipment to the U.S. The cocaine will first be converted to hydrochloride for easier packaging,
handling, and shipment.

A second method of isolating cocaine from the leaf which is more predominant today is
the Acid Extraction Technique. In this method, the cocaine leaves are placed directly in the
maceration pit with enough sulfuric acid to cover the leaves. The pit is a hole dug into the
ground and lined with heavy duty plastic. The leaves are macerated by workers who stomp in
the sulfuric acid /coca leaf pit. This stomping leaches the cocaine base from the leaf and forms
an aqueous solution of cocaine sulfate. This stomping can continue for a matter of hours to
ensure maximum recovery of the cocaine.

After stomping is complete, the coca solution is poured through a course filter to remove
the insolubles including the plant material. More sulfuric acid is added to the leaves and a
second or even third extraction of the remaining cocaine will take place. Maximized recovery
of cocaine is important to the laboratory operators. After the extractions and filterings are
completed, an excess basic lime or carbonate solution is added to the acidic solution with
stirring and neutralizing the excess acid and cocaine sulfate. A very crude coca paste forms. The
addition of the base is monitored until the solution is basic to an ethanolic solution of
phenolphthalein. The coca paste is then back-extracted with a small volume of kerosene. The
solution sets until a separation of the layers occurs. The kerosene is then back-extracted this
time with a dilute solution of sulfuric acid. Then, an inorganic base is added to precipitate the
coca paste. This coca paste is essentially the same as that generated by the solvent extraction
method. The advantage to this Acid Extraction Technique is that a minimal volume of organic
solvent is required. And while it is more labor intensive, the cost of labor in Bolivia, the major
producing country of coca paste, is very low when compared to the financial return.

The resultant cocaine base, produced by either technique, is dissolved in acetone, ether,
or a mixture of both. A dilute solution of hydrochloric acid in acetone is then prepared. The
two solutions are mixed and a precipitate of cocaine hydrochloride forms almost immediately
and is allowed to settle to the bottom of the reaction vessel (usually an inexpensive bucket).
The slurry will then be poured through clean bed sheets filtering the cocaine hydrochloride
from the solvent. The sheets are then wrung dry to eliminate excess acetone, and the high
quality cocaine hydrochloride is dried in microwave ovens, under heat lamps, or in the sunlight.
It is then a simple matter to package the cocaine hydrochloride for shipment. One of the more
common packaging forms encountered in laboratories analyzing seizures of illicit cocaine is the
“one kilo brick”. This is a brick-shaped package of cocaine wrapped in tape or plastic,
sometimes labeled with a logo, with the contents weighing near 1 kg. Once the cocaine
hydrochloride arrives in the U.S., drug wholesalers may add mannitol or inositol as diluents,
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or procaine, benzocaine, lidocaine, or tetracaine as adulterants. This cocaine can then be sold
on the underground market in the U.S. either in bulk or by repackaging into smaller
containers.

1.4.2.4 Conversion to “Crack”

“Crack” is the term used on the street and even in some courtrooms to describe the form of
cocaine base which has been converted from the cocaine hydrochloride and can be smoked in
a pipe. This procedure of conversion from the acid to the base is usually carried out in the U.S.
Cocaine base usually appears in the form of a rock-like material, and is sometimes sold in plastic
packets, glass vials, or other suitable packaging. Cocaine hydrochloride is normally ingested by
inhalation through a tube or straw, or by injection. Cocaine base is ingested by smoking in an
improvised glass pipe. Ingestion in this manner results in the cocaine entering the blood stream
through the lungs and rushes to the brain very quickly.

Cocaine hydrochloride is converted to cocaine base in one of two ways. The first method
involves dissolving the cocaine hydrochloride in water and adding sodium bicarbonate or
household ammonia. The water is then boiled for a short period until all of the precipitated
cocaine base melts to an oil, and ice is added to the reaction vessel. This vessel will usually be
a metal cooking pan or a deep glass bowl. As the water cools, chunks of cocaine base oil will
solidify at the bottom of the cooking vessel. After all the cocaine base has formed, the water
can be cooled and then poured oft leaving the solid cocaine base which is easily removed from
the collection vessel. The cocaine base can be cut with a knife or broken into “rocks” which
can then be dried either under a heat lamp or in a microwave oven. It is not unusual when
analyzing cocaine base produced from this method to identify sodium bicarbonate mixed with
the rock-like material. This cocaine base sometimes has a high moisture content due to
incomplete drying.

A second method of producing cocaine base from cocaine hydrochloride involves dissolv-
ing the salt (usually cocaine hydrochloride) in water. Sodium bicarbonate or household
ammonia is added to the water and mixed well. Diethyl ether is then added to the solution and
stirred. The mixture then separates into two layers with the ether layer on top of the aqueous
layer. The ether is decanted leaving the water behind. The ether is then allowed to evaporate
and high quality cocaine base remains. If any of the adulterants mentioned previously (exclud-
ing sugars, which are diluents) are mixed with the cocaine hydrochloride prior to conversion,
then they will also be converted to the base and will be a part of the rock-like material that
results from this process. The term “free base” is used to describe this form of cocaine. Cocaine
base in this form is also smoked in a glass pipe. However, residual (and sometimes substantial)
amounts of ether remaining in these samples from the extraction process make ignition in a
glass pipe very dangerous.

1.4.2.5 Other Coca Alkaloids

In the process of examining cocaine samples in the laboratory, it is not uncommon to identify
other alkaloids and manufacturing by-products with the cocaine. These other alkaloids are
carried over from the coca leaf'in the extraction of the cocaine. Many manufacturing by-products
result from the hydrolysis of the parent alkaloids (benzoylecgonine from cocaine, or truxillic
acid from truxilline). As a forensic chemist, it is important to recognize the sources of these
alkaloids as one progresses through an analytical scheme.

The major alkaloidal “impurities” present in the coca leaf which are carried over in the
cocaine extraction are the cis- and trans-cinnamoylcocaines and the truxillines. There are 11
isomeric truxillic and truxinic acids resulting from the hydrolysis of truxilline. Another naturally
occurring minor alkaloid from the coca leaf is tropacocaine. The concentration of tropacocaine
will rarely, if ever, exceed 1% of the cocaine concentration and is well below the concentrations
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of the cis- and trans-cinnamoylcocaines and the truxillines. Two other alkaloids from the coca
leaf which have been identified are cuscohygrine and hygrine. These two products are not
found in cocaine, just in the leaf.

The second class of substances found in the analysis of cocaine samples is the result of
degradation or hydrolysis. Ecgonine, benzoylecgonine, and methylecgonine found in cocaine
samples will be the result of the hydrolysis of cocaine. It is important to recognize that some
of these manufacturing by-products, such as ecgonine, can be detected by gas chromatography
only if they are derivatized prior to injection. Methyl ecgonidine is a by-product of the
hydrolysis of cocaine and is often times identified in the laboratory by gas chromatography/
mass spectrometry. This artifact can also result from the thermal degradation of cocaine or the
truxillines in the injection port of the GC. Benzoic acid is the other product identified when
this decomposition occurs.

There are at least two substances that result directly from the permanganate oxidation of
cocaine. N-formyl cocaine results from oxidation of the N-methyl group of cocaine to an
N-formyl group. Norcocaine is a hydrolysis product resulting from a Schiff’s base intermediate
during the permanganate oxidation. There is also evidence that norcocaine can result from the
N-demethylation of cocaine, a consequence of the peroxides in diethyl ether.

1.4.2.6 Cocaine Adulterants

The primary adulterants identified in cocaine samples are procaine and benzocaine. Lidocaine
is also found with less regularity. These adulterants are found in both the cocaine base and
cocaine hydrochloride submissions. The primary diluents are mannitol and inositol. Many
other sugars have been found, but not nearly to the same extent. Cocaine hydrochloride
concentrations will usually range from 20 to 99%. The moisture content of cocaine hydrochlo-
ride is usually minimal. Cocaine base concentrations will usually range from 30 to 99%. There
will usually be some moisture in cocaine base (“crack”) submissions from the water/sodium
bicarbonate or water/ammonia methods. The concentration of cocaine base (“free base”) from
the ether/sodium bicarbonate or ether/ammonia methods will usually be higher and free of
water.

The methods for identifying cocaine in the laboratory include but are not limited to:
infrared spectrophotometry (IR), nuclear magnetic resonance spectroscopy (NMR), mass
spectrometry (MS), and gas chromatography (GC). IR and NMR will enable the analyst to
distinguish between cocaine hydrochloride and cocaine base. However, it is not possible to
identify the form in which the cocaine is present utilizing this instrumentation.

CONCLUSION

The user of either cocaine base or cocaine hydrochloride not only ingests the cocaine, but also
other alkaloids from the coca plant, processing by-products, organic and inorganic reagents
used in processing, diluents, and adulterants. There is no realistic way in which a cocaine user
can ensure the quality of the cocaine purchases on the street, and “innocent” recreational drug
use may provide more danger than the user would knowingly risk.
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1.4.3 MARIJUANA

1.4.3.1 History and Terminology

Marijuana is a Schedule I controlled substance. In botanical terms, “marijuana” is defined as
Cannabis sativa L. Legally, marijuana is defined as all parts of the plant, Canabis sativa L. (and
any of its varieties) whether growing or not, the seeds thereof, the resin extracted from any part
of the plant, and every compound, manufacture, salt, derivative, mixture, or preparation of
such plant; its seeds and resins. Such terms do not include the mature stalk of the plants, fibers
produced from such plants, oils or cakes made from the pressed seeds of such plants, any other
compound, manufacture, salt derivative, mixture or preparation of such mature stalks (except
the resin extracted therefrom), fiber, oil or cake, pressed seed, or the sterilized seed which is
incapable of germination.! Pharmaceutical preparations that contained the resinous extracts of
cannabis were available on the commercial market from the 1900s to 1937. These products
were prescribed for their analgesic and sedative effects. In 1937 the Food and Drug Admin-
istration declared these products to be of little medical utility and they were removed from the
market in 1937. Cannabis, in the forms of the plant material, hashish, and hashish oil, is the
most abused illicit drug in the world.

Cannabis is cultivated in many areas of the world. Commerical Cannabis sativa L. is
referred to as “hemp”. The plant is cultivated for cloth and rope from its fiber. A valuable
drying oil used in art and a substitute for linseed oil is available from the seeds. Bird seed
mixtures are also found to contain sterilized marijuana seeds. In the early days of the U.S.,
hemp was grown in the New England colonies. Its cultivation spread south into Pennsylvania
and Virginia. From there it spread south and west most notably into Kentucky and Missouri.
Its abundance in the early days of the country is still evident by the fact that it still grows wild
in many fields and along many roadways. The plant is now indigenous to many areas, and
adapts easily to most soil and moderate climatic conditions.

Marijuana is classifed as a hallucinogenic substance. The primary active constituents in the
plant are cannabinol, cannabidiol, and the tetrahydrocannabinols, illustrated in Figure 1.4.3.1.
The tetrahydrocannabinols (THCs) are the active components responsible for the hallucino-
genic properties of marijuana. The THC of most interest is the A tetrahydrocannabinol. The
other THCs of interest in marijuana are the A cis- and trans- tetrahydrocannabinols, the A°
cis- and trans- tetrahydrocannabinols, and the A3  and A* tetrahydrocannibinols. The concen-
trations varies dramatically from geographic area to geographic area, from field to field, and
from sample to sample. This concentration range varies from less than 1% to as high as 30%.
In recent hash oil exhibits, the highest official reported concentration of A°>-THC is 43%. 2 Five
other terms associated with marijuana are

Hashish: Resinous material removed from cannabis. Hashish is usually found in the

form of a brown to black cake of resinous material. The material is ingested by
smoking in pipes or by consuming in food.
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Figure 1.4.3.1 The primatry active constituents in marijuana.

Hashish oil: Extract of the marijuana plant which has been heated to remove the
extracting solvents. The material exists as a colorless to brown or black oil or tar-
like substance.

Sinsemilla: The flowering tops of the unfertilized female cannabis plant. (There are
no seeds on such a plant.) Sensemilla is usually considered a “gourmet” marijuana
because of its appearance and relatively high concentrations of the THCs.

Thai sticks: Marijuana leaves tied around stems or narrow diameter bamboo
splints. Thai sticks are considered a high quality product by the drug culture. The
THC concentrations of the marijuana leaves on Thai sticks are higher than domestic
marijuana. Unlike hashish and sinsemilla, seeds, and small pieces of stalks and stems
are found in Thai sticks.

Brick or Kilo: Marijuana compressed into a brick-shaped package with leaves,
stems, stalk, and seeds. The pressed marijauna is usually tightly wrapped in paper
and tape. This is the form of marijuana encountered in most large scale seizures.
These large scale seizure packages weigh approximately 1000 g (1 kg). This is the
packaging form of choiced for clandestine operators because of the ease of handling,
packaging, shipping, and distribution.

1.4.3.2 Laboratory Analysis

The specificity of a marijuana analysis is still a widely discussed topic among those in the
forensic and legal communities. In the course of the past 25 years, the concensus of opinion
concerning the analysis of marijuana has remained fairly consistent. In those situations where
plant material is encountered, the marijuana is first examined using a stereomicroscope. The
presence of the bear claw cystolithic hairs and other histological features are noted using a
compound microscope. The plant material is then examined chemically using Duquenois—
Levine reagent in a modified Duenois Levine testing sequence. These two tests are considered
to be conclusive within the realm of existing scientific certainty in establishing the presence of
marijauana.3
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The Modified Duquenois-Levine test is conducted using Duquenois reagent, concen-
trated hydrochloric acid, and chloroform. The Duquenois reagent is prepared by dissolving 2
g of vanillin and 0.3 ml of acetaldehyde in 100 ml of ethanol. Small amounts (25 to 60 mg
is usually sufficient) of suspected marijuana leaf'is placed in a test tube and approximately 2 ml
of Duquenois reagent is added. After 1 min, approximately 1 ml of concentrated hydrochloric
acid is added. Small bubbles rise from the leaves in the liquid. These are carbon dioxide bubbles
produced by the reaction of the hydrochloric acid with the calcium carbonate at the base of
the cystolithic hair of the marijuana. A blue to blue-purple color forms very quickly in the
solution. Approximately 1 ml of chloroform is then added to the Duquenois reagent/
hydrochloric acid mixture. Because chloroform is not miscible with water, and because it is
heavier than water, two liquid layers are visible in the tube—the Duquenois reagent,/hydro-
chloric acid layer is on top, and the chloroform layer is on the bottom. After mixing with a
vortex stirrer and on settling, the two layers are again clearly distinguishable. However, the
chloroform layer has changed from clear to the blue to blue-purple color of the Duquenois
reagent/hydrochloric acid mixture.

One variation in this testing process involve pouring off the Duquenois reagent sitting in
the tube with the leaves before adding the hydrochloric acid. The remainder of the test is
conducted using only the liquid. Another variation involves conducting the test in a porcelain
spot plate. This works, although some analysts find the color change a bit more difficult to
detect. A third variation involves extracting the cannabis resin with ether or some other solvent,
separating the solvent from the leaves, allowing the solvent to evaporate, and conducting the
Modified Duquenois-Levine test on the extract.

Marquis reagent is prepared by mixing 1 ml of formaldehyde solution with 9 ml of sulfuric
acid. The test is done by placing a small amount of sample (1 to 5 mg) into the depression of
a spot plate, adding one or two drops of reagent, and observing the color produced. This color
will usually be indicative of the class of compounds, and the first color is usually the most
important. A weak reponse may fade, and samples containing sugar will char on standing
because of the sulfuric acid. Marquis reagent produces the following results:

1. Purple with opiates (heroin, codeine).

2. Orange turning to brown with amphetamine and methamphetamine.

3. Black with a dark purple halo with 3,4-methylenedioxyamphetamine (MDA) and
3,4- methylenedioxymethamphetamine (MDMA).

4. Pink with aspirin.

5. Yellow with diphenhydramine.

A thin-layer chromatographic (TLC) analysis, which detects a systematic pattern of colored
bands, can then be employed as an additional test.>” Though it is not required, some analysts
will run a gas chromatograph/mass spectrometrometer (GC/MS) analysis to identify the
cannabinoids in the sample.

The solvent insoluble residue of hashish should be examined with the compound micro-
scope. Cystolythic hairs, resin glands, and surface debris should be present. However, if most
of the residue is composed of green leaf fragments, the material is pulverized marijuana or
imitation hashish.

1.4.4 PEYOTE

Peyote is a cactus plant which grows in rocky soil in the wild. Historical records document use
of the plant by Indians in northern Mexico from as far back as pre-Christian times, when it was
used by the Chichimaec tribe in religious rites. The plant grows as small cylindrical-like
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Figure 1.4.4 Chemical structure of mescaline.

“buttons”. The buttons were used to relieve fatigue and hunger, and to treat victims of disease.
The peyote buttons were used in group settings to achieve a trance state in tribal dances.?

It was used by native Americans in ritualistic ceremonies. In the U.S., peyote was cited in
1891 by James Mooney of the Bureau of American Ethology. © Mooney talked about the use
of peyote by the Kiowa Indians, the Comanche Indians, and the Mescalero Apache Indians,
all in the southern part of the country. In 1918, he came to the aid of the Indians by
incorporating the “Native American Church” in Oklahoma to ensure their rights in the use of
peyote in religious ceremonies. Although several bills have been introduced over the years, the
U.S. Congress has never passed a law prohibiting the Indians’ religious use of peyote. Both
mescaline and peyote are listed as Schedule I controlled substances in the Comprehensive Drug
Abuse Prevention and Control Act of 1970.

The principal alkaloid of peyote responsible for its hallucinogenic response is mescaline, a
derivative of 8-phenethylamine. Chemically, mescaline is 3,4,5-trimethoxyphenethylamine. As
illustrated in Figure 1.4.4, its strucutre is similar to the amphetamine group in general.
Mescaline was first isolated from the peyote plant in 1894 by the German chemist A. Heffter.!?
The first complete synthesis of mescaline was in 1919 by E. Spith.!! The extent of abuse of
illicit mescaline has not been accurately determined. The use of peyote buttons became popular
in the 1950’s and again in the period from 1967 to 1970. These two periods showed a dramatic
increase in experimentation with hallucinogens in general.

1.4.5 PSILOCYBIN MUSHROOMS

The naturally occuring indoles responsible for the hallucinogen properties in some species of
mushrooms are psilocybin (Figure 1.4.5) and psilocin. 2 The use of hallucinogenic mushrooms
dates back to the 16th century occuring during the coronation of Montezuma in 1502.8 In
1953, R. G. Wassen and V.P. Wasson were credited with the rediscovery of the ritual of the
Indian cultures of Mexico and Central America. '3 They were able to obtain samples of these
mushrooms. The identification of the mushrooms as the species Psilocybe is credited to the
French mycologist, Roger Heim. 4

Albert Hofmann (the discoverer of lysergic acid diethlamine) and his colleagues at Sandoz
laboratories in Switzerland are credited with the isolation and identification of psilocybin
(phosphorylated 4-hydroxydimethyltryptamine) and psilocin (4-hydroxydimethyltryptamine).'®

© 1998 by CRC Press LLC



~CHg ~CHg

H CH5CHoN H CH20H2N\
NcHg o  CHs

1n_ OH

“SoH

Psilocin Psilocybin

Figure 1.4.5 Chemical structure of psilocin and psilocybin.

Psilocybin was the major component in the mushrooms, and psilocin was found to be a minor
component. However, psilocybin is very unstable and is readily metabolized to psilocin in the
body. This phonomenon of phosphate cleavage from the psilocybin to form the psilocin occurs
quite easily in the forensic science laboratory. This can be a concern in ensuring the specifity
of identification.

The availability of the mushroom has existed worldwide wherever proper climactic condi-
tions exist — that means plentiful rainfall. In the U.S., psilcoybib mushrooms are reported to
be plentiful in Florida, Hawaii,'¢ the Pacific Northwest, and Northern California.l” Mushrooms
that are analyzed in the forensic science laboratory confirm the fact that the mushrooms spoil
casily. The time factor between harvesting the mushrooms and the analysis proves to be the
greatest detriment to successfully identifying the psilocybin or pscilocyn. Storage prior to
shipment is best accomplished by drying the mushrooms. Entrepreneurs reportedly resort to
storage of mushrooms in honey to preserve the psychedelic properties.!$

Progressing through the analytical scheme of separating and isolating the psilocybin and
psilocin from the mushroom matrix, cleavage of the phosphate occurs quite easily. Prior to
beginning the analysis, drying the mushrooms in a desicator with phosphorous pentoxide
ensures a dry starting material. In many instances, the clean-up procedure involves an extrac-
tion process carried out through a series of chloroform washes from a basic extract and
resolution of the components by TLC. The spots or, more probably, streaks are then scaped
from the plate, separated by a back-extraction, and then analyzed by IR. Direct analysis by GC
is very difficult because both psilocybin and psilocin are highly polar and not suitable for direct
GC analysis. Derivatization followed by GC/MS is an option except in those instances where
the mushrooms have been preserved in sugar.!” With the development and availability of
HPLC, the identification and quatitation of psilocybin and psilocyn in mushrooms are becom-
ing more feasible for many forensic science laboratories. 2°
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1.4.6 LYSERGIC ACID DIETHYLAMIDE (LSD)

LSD is an hallucinogenic substance produced from lysergic acid, a substance derived from the
ergot fungus (Clavica purpurea) which grows on rye. It can also be derived from lysergic acid
amide which is found in morning glory seeds.! LSD is also refered to as LSD-25 because it was
the twenty-fifth in a series of compounds produced by Dr. Albert Hofmann in Basel, Switzer-
land. Hoftfman was interested in the chemistry of ergot compounds, especially their effect on
circulation. He was trying to produce compounds that might improve circulation without
exhibiting the other toxic effects associated with ergot poisoning. One of the products he
produced was Methergine™, which is still in use today. When LSD-25 was first tested on
animals, in 1938, the results were disappointing. Five years later, in 1943, Hoffman decided
to reevaluate LSD-25. The hallucinogenic experience that ensued when he accidentally in-
gested some of the compound led to the start of experimentation with “psychedelic” drugs.

LSD is the most potent hallucinogenic substance known to man. Dosages of LSD are
measured in micrograms (one microgram equals one-one millionth of a gram). By comparison,
dosage units of cocaine and heroin are measured in milligrams (one milligram equals one-one
thousanth of a gram). LSD is available in the form of very small tablets (“microdots”), thin
squares of gelatin (“window panes”), or impregnated on blotter paper (“blotter acid”). The
most popular of these forms in the 1990s is blotter paper perforated into 1 /4 inch squares. This
paper is usually brightly colored with psychedelic designs or line drawing. There have been
recent reports of LSD impregnated on sugar cubes.? These LSD-laced sugar cubes were
commonplace in the 1970s. The precursor to LSD, Lysergic Acid, is a Schedule III controlled
substance. LSD is classified as a Schedule I controlled substance. The synthetic route utilized
for the clandestine manufacture of LSD is shown in Figure 1.4.6.
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Figure 1.4.6 Synthetic route utilized for the clandestine manufacture of LSD.

1.4.7 PHENCYCLIDINE (PCP)

The chemical nomenclature of phencyclidine is phenylcyclohexylpiperidine. The term “PCP”
is used most often used when referring to this drug. The acronym PCP has two origins that
are consistent. In the 1960s phencyclidine was trafficked as a peace pill (“PeaCePill”).
PhenylCyclohexylPiperidine can also account for the PCP acronym.

PCP was first synthesized in 1926.% It was developed as a human anesthetic in 1957, and
found use in veterinary medicine as a powerful tranquilizer. In 1965 human use was discon-
tinued because, as the anesthetic wore off confusional states and freightening hallucinations
were common. Strangely, these side effects were viewed as desirable by those inclined to
experiment with drugs. Today even the use of phencyclidine as a primate anesthetic has been
all but discontinued. In 1978, the commercial manufacture of phencyclidine ceased and the
drug was transferred from Schedule III to Schedule IT of the Controlled Substances Act. Small
amounts of PCP are manufactured for research purposes and as a drug standard.

The manufacture of PCP in clandestine laboratories is simple and inexpensive. Figure 1.4.7
shows three of the synthetic routes utilized for its illegal production. The first clandestinely
produced PCP appeared in 1967 shortly after Parke Davis withdrew phencyclidine as a
pharmaceutical.* The clandestine laboratory production of PCP requires neither formal knowl-
edge of chemistry nor a large inventory of laboratory equipment. The precursor chemicals
produce phencyclidine when combined correctly using what is termed “bucket chemistry”. The
opportunities for a contaminated product from a clandestine PCP are greatly enhanced because
of the recognized simplicity of the chemical reactions in the production processes. The final
product is often contaminated with starting materials, reaction intermediates, and by-products.®
Clandestine laboratory operators have been known to modify the manufacturing processes to
obtain chemically related analogues capable of producing similar physiological responses. The
most commonly encountered analogues are N-ethyl-1-phenylcyclohexylamine (PCE),
1-(1-phenylcyclohexyl)- pyrrolidine (PCPy), and 1-[1-(2-thienyl-cyclohexyl)]-piperidine (TCP).

In the 1960s, PCP was distributed as a white to off-white powder or crystalline material
and ingested orally. In recent years, PCP has been encountered as the base and dissolved in
diethyl ether. The liquid is then placed into small bottles which are recognized to hold
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Figure 1.4.7 Synthetic routes utilized for illegal production of PCP.

commercial vanilla extract. This ether solution is then sprayed on leaves such as parsley and
smoked. PCP is commonly encountered on long thin dark cigarettes (“Sherms”) which have
been dipped in the PCP/ether solution.

1.4.8 FENTANYL

Fentanyl [the technical nomeclature is N-(1-phenethyl-4-piperidyl)propionanilide] is a syn-
thetic narcotic analgesic approximately 50 to 100 times as potent as morphine.® The drug had
its origin in Belgium as a synthetic product of Janssen Pharmaceutica.” In the 1960s in Europe
and in the 1970s in the U.S., it was introduced for use as an anesthesia and for the relief of
post-operative pain. Almost 70% of all surgical procedures in the U.S. use fentanyl for one of
these purposes.’
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Figure 1.4.7 (continued) Synthetic routes utilized for illegal production of PCP.

Fentanyl has been called “synthetic heroin”. This is a misnomer. Victims of fentanyl
overdoses were often heroin abusers with “tracks” and the typical paraphenalia. The fentanyls
as a class of drugs are highly potent synthetic narcotic analgesics with all the properties of
opiates and opinoids.® However, the fentanyl molecule does not resemble heroin. Fentanyl is
strictly a synthetic product while the morphine used in heroin production is derived from the
opium poppy.

Beginning in the late 1970s with -methylfentanyl,!® nine homologues and one analogue
(excluding enantiomers) of fentanyl appeared in the illicit marketplace.!! The degrees of
potency vary among the fentanyl homologues and analogues. The potencies of the fentanyl
derviatives are much higher than those of the parent compound. But the high potencies cited
above explain why even dilute exhibits result in the deaths of users who believe they are dealing
with heroin. Another name used by addicts when referring to Fentanyl and its derivatives is
“China White”. This term was first used to described substances seized and later identified as
alpha-methylfentanyl in 1981.12

There are many fentanyl homologues and analogues . Because of the size and complexity
of fentanyl derivatives, the interpretation of IR, MS, and NMR spectral data prove very valuable
in elucidating specific structural information required for the identification of the material.!3

Several synthetic routes are possible. As shown in Figure 1.4.8.1a and 1.4.8.1 b, one of
the methods requires that fentanyl precursor, N-(1-phenetyl)-4-piperidinlyl) analyine, be
produced first . Alternatively, fentanyl can be produced by reacting phenethylamine and
methylacrylate to produce the phenethylamine diester (see Figure 1.4.8.2)

1.4.9 PHENETHYLAMINES

The class of compounds with the largest number of individual compounds on the illicit drug
market is the Phenethylamines. This class of compounds consists of a series of compounds
having a phenethylamine skeleton. Phenethylamines are easily modified chemically by adding
or changing substituents at various positions on the molecule. Phenethylamines fall into one
of two categories in terms of physiological effects — these compounds are either stimulants or
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Figure 1.4.8.1 (a) Clandestine laboratory synthesis of fentanyl precursor. (b) Clandestine laboratory
synthesis of fentanyl.

hallucinogens. Phenethylamines are suitable for clandestine laboratory production. The parent
compound in the phenethylamine series is amphetamine, a central nervous system stimulant
(CNS). With this molecule, the modifications begin by adding a methyl group to the nitrogen
on the side chain. The resulting structure is the most popular clandestinely produced controlled
substance in the U.S. in 1995 — methamphetamine (Figure 1.4.9).

Like amphetamine, methamphetamine is also a CNS stimulant. It is easily produced in
clandestine laboratories using two basic synthetic routes. The traditional route used by “meth
cooks” began with phenyl-2-propanone; however, when bulk sales were limited by law, most
clandestine chemists began using ephedrine as a precursor (Figure 1.4.9.2), although, as
illustrated in Figure 1.4.9.2, some now synthesize their own supply of phenyl-2-propanone,
and still other routes are possible (Figure 1.4.9.3). New legislation has now limited bulk
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Figure 1.4.9 Clandestine laboratory synthesis of methamphetamine.

purchases of ephedrine in the U.S., though not in neigboring countries. And the chemical
structure is such that further molecular synthetic modifications are easily accomplished result-
ing in a number of homologues and analogues. Few of the synthetic modifications of
phenethylamines by clandestine laboratory “chemists” are novel. Most have been documented
either in the scientific literature or in underground scientific literature. And the Internet now
provides answers to anyone tenacious enough to search for a simple method to synthesize any
analogue or homologue of a phenethylamine.

The parent compound of a second set of phenethylamine homologues and analogues
(Figure 1.4.9.4) is 3,4-methylenedioxyamphetamine (MDA). This compound was first re-
ported in the literature in 1910.* In the mid-1980s, the N-methyl analogue of MDA came into
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Figure 1.4.9.2 Clandestine laboratory synthesis of phenyl-2-propanone (p-2-p).
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Figure 1.4.9.3 Clandestine laboratory synthesis of methamphetamine.

vogue and was known then and is still referred to as “Ecstasy”. The synthesis of
3,4-methylenedioxymethamphetamine (MDMA) follows the same synthetic protocols as the
less complicated phenethylamines. The clandestine laboratory operator or research chemist
selectively adds one N-methy group, an N,N-dimethyl group, an N-ethyl group, an N-propyl,
an N-isopropyl group, and so on.In 1985 the N-hydroxy MDA derivative was reported.'® This
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Figure 1.4.9.4 Clandestine laboratory synthesis of 3,4-methylenedioxyamphetamine (MDA).

was significant because here the modification involved the addition of a hydroxyl group as
opposed to an alkyl substitution on the nitrogen. Clandestine laboratory synthesis of MDA and
MDMA are shown in Figures 1.4.9.4 and 1.4.9.5

The identification of the phenethylamines in the laboratory requires great care because of
the chemical and molecular similarities of the exhibits. IR combined with MS and NMR
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Figure 1.4.9.5 Clandestine laboratory synthesis of 3,4-methylenedioxymethamphetamine (MDMA)

spectrometry provide the most specificity in the identifications of phenethylamines in the
forensic science laboratory.!® 1 From a legal perspective, the laboratory identification of the
phenethylamine is Part 1 in the forensic process. If prosecution is an option and the
phenethylamine in question is not specified as a controlled substance under Public Law
91-513" or Part 1308 of the Code of Federal Regulations, another legal option is available.

In 1986, the U.S. Congress realized that the legal system was at a standstill in attempting
to prosecute clandestine laboratory operators involved in molecular modification of
phenethylamines and other homologues and analogues of controlled substances. The at-
tempted closing of this loophole was the passage of the Controlled Substances Analogue and
Enforcement Act of 1986.1%

1.4.10 METHCATHINONE (CAT)

Methcathinone is a structural analogue of methamphetamine and cathinone Figure 1.4.10.1
and 1.4.10.2). It is potent and it, along with the parent compound, are easily manufactured.
They are sold in the U.S. under the name CAT. It is distributed as a white to off-white chunky
powdered material and is sold in the hydrochloride salt form. Outside of the U.S., methcathinone
is known as ephedrone and is a significant drug of abuse in Russia and some of the Baltic
States.?

Methcathinone was permanently placed in Schedule I of the Controlled Substances Act in
October 1993. Prior to its scheduling, two federal cases were effectly prosecuted in Ann Arbor
and Marquette, Michigan, utilizing the analogue provision of the Controlled Substances
Analogue and Enforcment Act of 1986.

1.4.11 CATHA EDULIS (KHAT)

Khat consists of the young leaves and tender shoots of the Catha Edulis plant that is chewed
for its stimulant properties.?® Catha edulis, a species of the plant family Celastraceae, grows in
eastern Africa and southern Arabia. Its effects are similar to the effects of amphetamine. The
active ingredients in Khat are cathinone [(-)-a-aminopropiophenone] , a Schedule I controlled
substance which is quite unstable, and cathine [(+)-norpseudoephedrine] a Schedule IV
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Figure 1.4.10.2 Clandestine laboratory synthesis of cathinone.

controlled substance. The identification of cathinone in the laboratory presents problems
because of time and storage requirements to minimize degradation.?! Some of the decompo-
sition or transformation products of Catha edulis are norpseudoephedrine, norephedrine, 3,6-
dimethyl-2,5- diphenylpyrazine, and 1-phenyl-1,2-propanedione.??
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1.4.12 ANABOLIC STEROIDS

1.4.12.1 Regulatory History

In recent years anabolic steroid abuse has become a significant problem in the U.S. There are
two physiological responses associated with anabolic steroids: androgenic activity induces the
development of male secondary sex characteristics; anabolic activity promotes the growth of
various tissues including muscle and blood cells. The male sex hormone testosterone is the
prototype anabolic steroid. Individuals abuse these drugs in an attempt to improve athletic
performance or body appearance. The more common agents are shown in Figure 1.4.12.1.

Black market availability of anabolic steroids has provided athletes and bodybuilders with
a readily available supply of these drugs. Both human and veterinary steroid preparations are
found in the steroid black market. Anabolic steroid preparations are formulated as tablets,
capsules, and oil- and water-based injectable preparations. There is also a thriving black market
for preparations that are either counterfeits of legitimate steroid preparations, or are simply
bogus.

Control of Steroids

In 1990, the U.S. Congress passed the Anabolic Steroid Control Act. This act placed anabolic
steroids, along with their salts, esters, and isomers, as a class of drugs, into Schedule III of the
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Figure 1.4.12.1 Common agents.

Federal Controlled Substances Act (CSA). This law provided 27 names of steroids that were
specifically defined under the CSA as anabolic steroids. This list, which is provided in the
Federal Code of Regulations is reproduced below.

1. Boldenone 10. Mesterolone

2. Chlorotestosterone 11. Methandienone

3. Clostebol 12. Methandranone

4. Dehydrochlormethyltestosterone 13. Methandriol

5. Dihydrotestosterone 14. Methandrostenolone
6. Drostanolone 15. Methenolone

7. Ethylestrenol 16. Methyltestosterone
8. Fluoxymesterone 17. Mibolerone

9. Formebolone 18. Nandrolone
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19 Norethandrolone 23. Stanolone

20. Oxandrolone 24. Stanozolol
21. Oxymesterone 25. Testolactone
22. Oxymetholone 26. Testosterone

27. Trenbolone

Unfortunately, the list contains three sets of duplicate names (chlorotestosterone and
Clostebol; dihydrotestosterone and stanolone; and methandrostenolone and methandienone)
as well as one name (methandranone) for a drug that did not exist. So, the actual number of
different steroids specifically defined under the law as anabolic steroids is 23, not 27. Realizing
that the list of 23 substances would not be all inclusive, Congress went on to define within the
law the term “anabolic steroid” to mean “any drug or hormonal substance, chemically or
pharmacologically related to testosterone (other than estrogens, progestins, and corticoster-
oids) and that promote muscle growth”.

The scheduling of anabolic steroids has necessitated forensic laboratories to analyze
exhibits containing steroids. In those cases involving the detection of one or more of the 23
steroids specifically defined as anabolic steroids under the law, questions of legality are not
likely to arise. However, when a steroid is identified that is not specifically defined under the
law, it becomes necessary to further examine the substance to determine if it qualifies as an
anabolic steroid under the definition of such a substance under the CSA. The forensic chemist
must positively identify the steroid and convey to the pharmacologist the entire structure of
the steroid. It then becomes the responsibility of the pharmacologist to determine the
pharmacological activity, including effects on muscle growth, of the identified steroid.

1.4.12.2 Structure Activity Relationship

The pharmacology of the identified steroid may be evaluated in at least two ways. The first,
and most important way, is to examine the scientific, medical, and patent literature for data on
the pharmacological effects of the steroid. Over the years, numerous steroids have been
examined in animal and /or human studies for anabolic/androgenic activity. It is possible that
the identified steroid will be among that group of steroids. The second method is to evaluate
possible pharmacological activity using structure-activity relationships. Such analysis is based
on the assumption of a relationship between the structure of the steroid and its pharmacologi-
cal effects. Small alterations of chemical structure may either enhance, diminish, eliminate, or
have no effect on the pharmacological activity of the steroid. The structure-activity relation-
ships of androgens and anabolic steroids have been reviewed extensively.!?

Figure 1.4.12.2 Cyclopentanoperhydrophenanthrene.
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Extensive studies of the structure-activity relationships of anabolic/androgenic steroids
have demonstrated that the following structural attributes are necessary for maximal andro-
genic and anabolic effects: rings A and B must be in the trans configuration;? hydroxy function
at C17 must be in the # conformational state;>¢ and high electron density must be present in
the area of C, and C,.” The presence of a keto or hydroxl group at position 3 in the A-ring
usually enhances androgenic and anabolic activity, but it is not absolutely necessary for these
effects.” A few examples of structural alterations that enhance anabolic activity include: removal
of the C-19 methyl group;® methyl groups at the 2a and 7a positions;”!? a flourine at the 9a
position; or a chlorine at the 4a position.!®!! To make it easier to visualize where these
modifications are made in the ring structure, a numbered steroid skeletal ring structure, namely
the cyclopentanoperhydrophenanthrene ring, is shown in Figure 1.4.12.2.

It is essential to understand that structure-activity analysis can only predict whether or not
a steroid is likely to produce androgenic/anabolic effects. It then becomes necessary to
examine the steroid in the laboratory to determine whether the prediction is, in fact, true. It
is also important to note that numerous studies performed over the years and designed to
separate androgenic activity from anabolic activity have failed to obtain such a separation of
pharmacological effect. That is, steroids found to possess androgenic activity also have anabolic
activity and vice versa. An examination of the scientific and medical literature reveals that there
are, indeed, additional steroids that are not specifically listed in the law but which do, based
upon available data, probably produce androgenic/anabolic effects. A listing of some of these
steroids is provided below.

Androisoaxazole Mestanolone
Bolandiol Methyltrienolone
Bolasterone Norbolethone
Bolenol Norclostebol
Flurazebol Oxabolone Cypionate
Mebolazine Quinbolone
Mesabolone Stenbolone

1.4.12.3 Forensic Analysis

For the forensic chemist, when a steroid is tentatively identified, an additional problem arises,
namely obtaining an analytical standard. Many products found in the illicit U.S. market are
commercially available only outside of the U.S. Locating and making contact with a foreign
distributor is one problem. Requesting and then receiving a legitimate standard is another
problem. The expense incurred in obtaining these standards can be quite high. Once the
standard has been received, authentication then enters the analytical process. If a primary
standard is unavailable, an optimized analytical process presents a real problem. Fortunately,
most steroids received by forensic science laboratories are labeled directly or have labeled
packaging. So a manufacturer can be identified, and there is a starting point for the chemist
in confirming the material as a particular steroid.

There are no known color tests, crystal tests, or TLC methods which are specific to
anabolic steroids. Screening can be accomplished by GLC or HPLC. GLC sometimes presents
a problem because of thermal decomposition in the injection port thereby resulting in several
peaks. The steroid will not always be the largest peak. On-column injection will usually solve
this problem. However, oil-base steroids rapidly foul or degrade GC columns. Samples in oils
can be extracted with methanol/water 9:1 prior to injection onto a GC. Retention times for
some anabolic steroids are quite long and nearly triple or quadruple that of heroin. Recogniz-
ing that several anabolic steroids are readily oxidized in polar, protic solvents vs. halogenated
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hydrocarbons, screening and analysis must be accomplished as soon as possible after isolation
and dilution.

GC/MS does provide definitive spectra; however, different MS systems may provide
differences in the spectra for the same steroid. These differences can be traced to the quality
of the MS source and the injection liner, thermal decomposition products, and induced
hydration reactions related to high source temperatures set by the MS. C'3NMR is the most
rigorous identification technique. The limitation here is the need for pure samples and high
sample concentrations. Identification by infrared alone can result in problems due to polymor-
phism. This can be minimized by ensuring that the sample and standard are recrystallized from
the same solvent.

Ideally, all anabolic steroids should be identified using two analytical methodologies which
yield the same conclusions. The collection of a library of analytical data on different anabolic
steroids is essential for the subsequent identification of steroids sent to the laboratory. An
ability to interpret mass spectral data will be important in making an identification in so far as
determining a molecular formula. Interpreting NMR data will be important in determining
how substitutents are attached to the parent steroid ring structure.

It should be noted that selected steroids, such as testosterone, nandrolone, methenolone,
boldenone, methandriol, and trenbolone, will often be encountered by the laboratory, not as
the parent drug, but instead as an ester. The type of ester will be dependent upon the particular
steroid. For example, nandrolone is primarily found as a decanoate, laurate, or phenpropionate
ester. Testosterone, although it is found as a parent drug, is actually most commonly encoun-
tered as the propionate, enanthate, cypionate, decanoate, isocaproate, or undecanoate esters.
Less commonly encountered testosterone esters include the acetate, valerate, and undecylenate
esters. Methenolone is almost always found in either the acetate or enanthate esterified form.

Upon reaching the forensic science laboratory, steroid preparations will be handled
differently depending on the way each preparation is formulated. Tablets can be handled by
finely grinding and extracting with chloroform or methanol. Aqueous suspensions can be
handled by dilution/solution with methanol for HPLC screening or by extraction with
chloroform for GC screening. Oils require a more specialized extraction which is outlined
below:

1. 1 ml of oil is mixed with 10 mls of methanol /water 9:1 and the mixture is allowed
to sit overnight at 0°C.

2. Methanol water mixture is removed by evaporating to dryness under a stream of
nitrogen at 60°C.

3. The resulting solid is subjected directly to an IR analysis or taken up in an
appropriate solvent for MS or NMR analysis.

4. Exhibits containing mixtures of anabolic steroids require semi-prep scale HPLC for
rigorous isolation and identification.

5. Isocratic or gradient HPLC is recommended for quantitation of anabolic steroids.

What steroids have been the most predominate in the United States in the past few years?
From January 1990 to October 1994, the following steroids or their esters have been identified
by DEA laboratories.

This list provides an objective evaluation of what this chemist has encountered in the not
too distant past. The data on these particular steroids should form the basis of a reference
collection for comparison with future submissions.
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Steroids or esters Numbers of

of a steroid Cases Exhibits
Testosterone 260 882
Nandrolone 140 244
Methenolone 99 189
Methandrostenolone 76 158
Oxymetholone 67 103
Stanozolol 61 115
Fluoxymesterone 54 7
Methyltestosterone 48 75
Boldenone 24 28
Mesterolone 21 22
Oxandrolone 16 21
Trenbolone 13 20
Methandriol 10 8
Drostanolone 6 7
Mibolerone 4 7
Stanolone 2 2
Testolactone 1 1
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1.5 LEGITIMATE PHARMACEUTICAL PREPARATIONS

The Controlled Substances Act (CSA) of 1970 created a closed system for the production and
distribution of legitimately manufactured controlled substances. The CSA includes contingen-
cies to regulate the domestic commerce, importation, and exportation of these pharmaceutical
preparations. Even with all of the controls that are in place, legitimate pharmaceuticals
intended to help those in need are diverted onto the illegitimate market. Most of the diversion
of these pharmaceuticals occurs at the retail rather than the wholesale level.

The analysis of pharmaceutical preparations in the forensic science laboratory is one of the
most straightforward types of analysis. These samples are usually recognizable by their labels
which usually include the manufacturers’ logo and name. There are some samples that even
have the name of the product inscribed on the tablet or capsule. In those instances where the
manufacturer’s logo is not recognized, the Physician’s Desk Refevence (PDR) is a readily
available source of information which includes photographs and descriptions of the product
along with information of the formulation. Another source of this information is the Logo
Index for Tablets and Capsules.! This particular text lists data including inscriptions on most
known products including generics. After the tablet or capsule has been tentatively identified
in a reference text, it is the responsibility of the forensic chemist to conduct a series of analyses
to verify the presence of a controlled substance. This verification process will usually consist of
many of the same analytical processes utilized in the analysis and evaluation of any controlled
substance.

1.5.1 BENZODIAZEPINES

The benzodiazepines form one of the largest classes of abused pharmaceuticals. These products
are sedative /hypnotics, tranquilizers, and anti-anxiety drugs and they produce a calming effect
and are often prescribed as tranquilizers. The drugs in this class are numerous and are included
under Schedule IV control because while they do have a potential for abuse, there are
recognized medical benefits that are both physiological and psychological. The most frequently
diverted and abused benzodiazepines are alprazolam (Xanax®) and diazepam (Valium®). Other
frequently abused benzodiazepines are lorazepam (Activan®), triazolam (Halcion®), chlordiaz-
epoxide (Librium®), flurazepam (Dalmane®), and temazepam (Restoril®). Another phenom-
enon that has been noted for several years is the abuse of legitimate pharmaceuticals in
conjunction with illicit controlled substances. Clonazepam (Klonipin®) is just such a product.
It is an anxiety reducer that is used in combination with methadone and heroin.

There has been a recent influx of flunitrazepam (Rohypnol®) into the Gulf Coast and other
areas of the U.S. This product is a benzodiazepine manufactured principally in Colombia,
Mexico, and Switzerland. It is also manufactured in lesser amounts in Argentina, Brazil, Peru,
Uruguay, and Venezuela. It is neither manufactured nor marketed legally in the U.S. This is
a powerful drug reported to be 7 to 10 times more potent than diazepam.

1.5.2 OTHER CENTRAL NERVOUS SYSTEM DEPRESSANTS

The oldest of the synthetic sleep inducing drugs dates back to 1862. Chloral hydrate is
marketed as a soft gelatinous capsule under the name Noctec® , and controlled under Schedule
V. Its popularity declined after the introduction of barbiturates. Barbiturates are the drugs
prescribed most frequently to induce sedation. Roughly 15 derivatives of barbituric acid are
currently in use to calm nervous conditions. In larger doses they are used to induce sleep.
The actions of barbiturates fall into four categories. Some of the ultrashort acting barbi-
turates are hexobarbital (Sombulex®), methohexital (Brevital®), thiamylal (Surital®), and thio-
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Figure 1.5.2 Clandestine laboratory synthesis of methaqualone.

pental (Pentothal®). Short-acting and intermediate-acting barbiturates include pentobarbital
(Nembutal®), secobarbital (Seconal®), and amobarbital (Amytal®). These three drugs have
been among the most abused barbituric acid derivatives. Also included in these categories but
not as abused are butabarbital (Butisol®), talbutal (Lotusate®), and aprobarbital (Alurate®).
The last category is the long-acting barbiturates. These drugs are used medicinally as sedatives,
hypnotics, and anticonvulsants. The group includes phenobarbital (Luminal®), mephobarbital
or methylphenobarbital (Mebaral®), and metharbital (Gemonil®).

Three other CNS depressants that have been marketed as legitimate pharmaceutical
preparations and have a history of abuse include glutethimide (Doriden®), methaqualone
(Quaalude®, Parest®, Mequin®, Optimil®, Somnafac®, Sopor®, and Mandrax®), and meprobam-
ate (Miltown®, Equanil®, and SK-Bamate®). The route for the clandestine synthesis of meth-
aqualone is shown in Figure 1.5.2.

1.5.3 NARCOTIC ANALGESICS

When one thinks of opium-like compounds, morphine and heroin immediately come to mind.
However, there is another subset of this class of compounds which includes pharmaceutical
preparations used to relieve pain and are purchased legitimately or illegitimately from a
pharmacy with a prescription. Frequently used pharmaceutical opiates include oxycodone
(Percodan®), hydromorphone (Dilaudid®), hydrocodone (Tussionex®and Vicodin®), pentazo-
cine (Talwin®), and codeine combinations such as Tylenol® with Codeine and Empirin® with
Codeine. All of these compounds are addictive.

Along with Tylenol® with Codeine and Empirin® with Codeine, which are Schedule 111
controlled substances, codeine is also available in combination with another controlled sub-
stance (butalbital) and sold under the trade name of Fiorinal® with Codeine. It is available with
acetaminophen in Phenaphen®. Codeine is available in liquid preparations under the manufac-
turers’ names Cosanyl®, Robitussin A-C®, Cheracol®, Cerose®, and Pediacof®. Because of the
amounts of codeine in these preparations, they are controlled under Schedule V. There are also
pharmaceutical codeine tablets which contain no drug other than codeine and are controlled
under Schedule II.
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While the compounds listed above are considered opiates, there is another class of
compounds also classified as narcotic, but with synthetic origins. Meperidine (Demerol®) is one
of the most widely used analgesics for the relief of pain. Methadone (Amidone® and Dolophine®)
is another of these synthetic narcotics. It was synthesized during World War II by German
scientists because of a morphine shortage. Although it is chemically unlike morphine or heroin,
it produces many of the same effects and is often used to treat narcotic addictions.

Dextropropoxyphene is one of those drugs which falls into one of two controlled substance
schedules. When marketed in dosage form under the trade names Darvon®, Darvocet®,
Dolene®, or Propacet®, dextropropoxyphene is a Schedule IV controlled substance. However,
when marketed in bulk non-dosage forms, dextropropoxyphene is a Schedule II controlled
substance. The significance here is that the penalties for possession of a Schedule II controlled
substance are usually much greater than for possession of a Schedule IV controlled substance.

1.5.4 CENTRAL NERVOUS SYSTEM STIMULANTS

Amphetamine (Benzedrine®and Biphetamine®), dextroamphetamine (Dexedrine®), and meth-
amphetamine (Desoxyn®) are three of the best known CNS stimulants and were prescribed for
many years to treat narcolepsy. At one time, these drugs were sold over the counter without
a prescription. For many years these drugs were sold as appetite suppressants. Their availability
in the form of prescription drugs has all but been eliminated except under the close scrutiny
of a physician. However, the clandestine laboratory production of methamphetamine in the
forms of a powder or granular material has been one of the major problems facing law
enforcement personnel in the past 20 or so years in the U.S.

Phenmetrazine (Preludin®) and methylphenidate (Ritalin®) are two other CNS stimulants
which have patterns of abuse similar to the amphetamine and methamphetamine products. In
recent years, a number of pharmaceutical products have appeared on the market as appetite
suppressants and as replacements for the amphetamines. These anorectic drugs include
benzphetamine (Didrex®), chlorphentermine (Pre-Sate®), clortermine (Voranil®), diethylpropion
(Tenuate® and Tepanil®), fenfluramine (Pondimin®), mazindol (Sanorex® and Mazanor®),
phendimetrazine (Plegine®, Bacarate®, Melifat®, Statobex®, and Tanorex®), and phentermine
(Ionamin® | Fastin®, and Adipex-P®).

1.5.5 IDENTIFYING GENERIC PRODUCTS

There are a number of generic products on the market which are legitimate pharmaceutical
preparations. These products will usually contain the active ingredient of the brand name
product, but at the same time have a different formulation in the way of diluents and binders.
These products are cataloged in various publications. When these products are encountered in
the forensic science laboratory, the analyst will usually make a preliminary identification using
one of the many publications listing the tablet or capsule’s description and the code number
that appears in the face of the product. This “preliminary” identification affords a starting point
in the analytical process. The analyst will then proceed using the standard chemical techniques
and instrumental methods to make an independent identification.
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1.6 UNIQUE IDENTIFY FACTORS

1.6.1 PACKAGING LOGOS

There are unique factors associated with controlled substance examinations which involve
packaging. Heroin and cocaine are usually imported into the U.S. clandestinely packaged.
Sometimes this packaging takes the form of legitimate household or commercial products
which have been hollowed out or have natural crevices into which drugs can be stored for
shipment. These kinds of packages will usually be transported via commercial carriers to
distributors who will reclaim the drugs and repackage them for street distribution. Sometimes
drugs are shipped via human beings who store packages in body cavities, or swallow small
packages in order to clear customs checks at points of entry. In these cases, it is not unusual
for the packaging to break while in the body of the person transporting the drug. This usually
results in severe injury or death.

Another common way of transporting controlled substances is to package the controlled
substance in brick-size, 1 kg, packages for shipment to the U.S. This is often the case with
shipments of heroin, cocaine, and marijuana, and the packages are usually wrapped in paper or
tape. Sometimes a logo, serving as a type of trademark for the illicit distributor, will be affixed.
Logos can take the form of any number of designs . They are applied using a stamping or
printing device. Some commonly encountered designs include, but are not limited to, animals,
symbols from Greek mythology, replications of brand name product logos, replications of the
names of polictical figures, cartoon characters, and numbers.

When a number of these logos are encountered, examinations can be conducted to
determined whether two logos have a common source. If the examiner determines that two
logos are the same, and were produced using the same printing or stamping device, then the
two packages must have originated from the same source. This kind of information is especially
useful in tracking distribution networks.

Glassine envelopes measuring approximately 1 in. X 2 in. are commonly used to distribute
heroin “on the street” directly to the primary user. More often than not, these glassine
envelopes have rubber stamped images affixed. These rubber stamped images take many forms.
Cartoon characters or words with social implications are common. The examiner can determine
whether these rubber stamped images have a commonality of source and use this information
to track distribution patterns of heroin within a geographical area.

1.6.2 TABLET MARKINGS AND CAPSULE IMPRINTS

Counterfeit tablets and capsules, which closely resemble tablets and capsules of legitimate
pharmaceutical companies, are readily available on the clandestine market. They generally
contain controlled substances that have been formulated in such a way as to mimic legitimate
pharmaceutical preparations.! They are designed to be sold either on the clandestine or the
legitimate market. These counterfeits sometimes are expertly prepared and closely resemble the
pharmaceutical products that they are designed to represent. At other times, they are poorly
made, inadequate representations of the products they are purported to represent.

The examiner in these types of cases will evaluate the suspected tablets or capsules by
examining both the class and individual characteristics of the products. Legitimate products are
usually prepared with few significant flaws on tablet or capsule surfaces. The lettering or
numbering will be symmetrical in every way. The tablet surfaces will have minimal chips or
gouges and will usually be symmetrical. The homogeneity of the tablet will be of the highest
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quality. Counterfeits will usually have tableting flaws. These flaws can take the forms of
imperfect lettering or numbering, rough surfaces, or inconsistencies in the tablet formulation.
This can result in different hardening characteristics of the tablet. Legitimate capsules will be
highly symmetrical. The lettering or numbering will usually line up on both halves of the
capsule.?3

In recent years, methamphetamine and amphetamine tablets and capsules, crafted to mimic
Dexedrine® and Benzedrine®, have been encountered with some frequency. These two prod-
ucts were distributed and used quite extensively on the legitimate market up until the 1970s.
And while they are are still available commercially with a prescription, they have been con-
trolled under Schedule II since 1972 and their legal distribution and useage in the medical
community has become fairly limited. Counterfeit barbiturate, methaqualone, and benzodiaz-
epine tablets, sometimes from documented clandestine source laboratories from 20 years ago,
have been encountered in recent seizures. Counterfeit Quaalude®, Mandrax®, and Valium®
tablets are examples of legitimate trademark products that have been the favorites of clandes-
tine laboratory operators. The “look-alike” market was especially lucrative in the 1970s and
1980s and became a $50,000,000 a year industry.®°

A unique problem, encountered with regularity up until 1975, involved the refilling of
capsules. Legitimate capsules were diverted from legitimate manufacturing sources. The cap-
sules were then emptied of their contents and refilled with some innocuous material, such as
starch or baking soda, and sold. The original filling usually containing a controlled substance
was then diverted for sale on the illicit market. These capsules can usually be identified by
imperfections in their surface characteristics. There may be small indentations on the gelatinous
surface of the capsule and fingerprints indicating excessive handling. The seal holding both
halves of the capsule together will not be tight. And there will usually be traces of powder
around the seal of the capsule. Refilling capsules by hand or by improvised mechanical devices
is not easy and usually results in these visible powder residues. A more common problem today
is the refilling of over-the-counter capsules with heroin for distribution at the retail level.

A similar problem that is encountered with some frequency in the forensic science
laboratory is the pre-packaged syringe from a hospital which is labeled and supposed to contain
an analgesic such as meperidine. Patients complains they are receiving no relief from the
injection they have been given. The syringes are then sent to the laboratory for analysis. Not
infrequently, they are found to contain water, substituted for the active drug by an addicted
doctor or nurse.

Legitimate tablets and capsules from reputable manufacturers are formulated with specific
diluents, binders, and lubricants. Stearic acid and palmitic acid are examples of materials
frequently used to hold the tablets together. Using microscopy and microchemical techniques,
an examiner can determine whether a tablet or capsule is legitimate by examining the chemical
composition. By evaluating the diluents, binders, lubricants, and active chemical components
both qualitatively and quantitatively, the examiner can determine whether the tablet or capsule
is legitimate or a counterfeit. Counterfeits take three forms—sometimes a counterfeit will
actually contain the controlled substance which the legitimate product would contain; it will
contain another controlled substance which has been substituted for the labeled product; at
other times, it may contain only fillers, binders, and some non-controlled medicinal product.

The most commonly counterfeited tablets are diazepam tablets which look very much like
legitimate commercially prepared Valium® tablets. Counterfeit Mandrax® and Quaalude®,
which were produced legitimately in the 1980s and contained methaqualone or diazepam, are
still available on the illicit market in the 1990s. Counterfeit anabolic steroid tablets are the
newest illicit products to hit the market. They are usually manufactured to look like products
manufactured in Europe. Sometimes they actually contain an anabolic steroid (which may or
may not be the product as labeled), and sometimes they contain innocuous materials such as
cooking oils which look very much like injectable steroids.
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Clandestinely manufactured controlled substances are often-times encountered. These
products are usually in the form of tablets that are prepared using punch presses. These presses
usually consist of tableting dies into which powder is placed and high pressure applied forming
a molded tablet. When tablets from different seizures are examined, the class and individual
characteristics can be compared to determine source commonality. Since many of these
clandestine punch presses have more than one set of dies, successful matches become more
problematic. There are salient differences in the individual characteristics of tablets from the
same punch press operation where different sets of tableting dies are configured on multi-
punch machines to simultaneously produce tablets. The examiner must demonstrate skill and
patience in determining which set of dies from a punch press was responsible for a particular
set of tablets. The punch presses dies will always have surface imperfections which are
transferred to the tablets and can be used to determine source commonality. In recent years,
these clandestine tabletting operations have been involved in the production of
3,4-methylenedioxymethamphetamine (MDMA) and 3,4-methylenedioxyethamphetamine
(MDEA) tablets.

1.6.3 BLOTTER PAPER LSD

LSD has been available for years in the forms of small tablets (microdots), small gelatinous
squares, clear plastic-like squares (window panes), powders or crystals, liquid, or in capsules.
The most commonly encountered form of LSD available today is impregnated blotter paper.
This LSD medium is prepared by dissolving the clandestinely produced LSD powder in an
alcohol solution, and then spraying or soaking the paper with the solution. The alcohol
solution used most frequently is EverClear®, a commercial ethyl alcohol product available in
liquor stores. This LSD-impregnated paper is referred to as “blotter acid”. It is usually
distributed on sheets of paper perforated into 1/4 in. X 1/4 in. squares. These sheets of paper
range in size to hold from 1 square up to 1000 squares. These sheets of blotter paper can be
plain white or single colored with no design imprints. More often than not, there will be a
brightly colored design on the paper. The design can be simple such as a black and white circle,
or it can be extremely intricate. One such design was brightly colored and with a detailed
depiction of the crucifixion of Jesus Christ. The design can cover each and every individual
square of a 1000-perforated square sheet of paper, or one design can cover the entire sheet of
blotter paper where each 1/4 in. X 1/4 in. perforation square makes up 1,/1000 of the total
design.

By examining the intricate designs on LSD blotter paper from different seizures, it is
possible to determine whether there is a common source. Depending on the printing process
and the quality of the image, the examiner may be able to characterize an exhibit as having
originated from the image transfer process and a specific printing device. This ability to
determine source commonality is most valuable in determining the origins of LSD exhibits
seized from different parts of the world.

The processes described above are most valuable in linking seizures to a particular source.
Investigators who are skillful and fortunate enough to seize printing or tableting devices even
without the actual controlled substances can have their efforts rewarded by terminating a
controlled substance production operation. A qualified scientific examiner has the opportunity
to use these devices as standards and to search reference collections of tablets, capsules, LSD
blotter paper designs, or heroin or cocaine packaging logos to determine possible associations
to past seizures. When this happens, the opportunity to eliminate another source of illicit drug
distribution becomes a possibility.
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1.7 ANALYZING DRUGS IN THE FORENSIC SCIENCE LABORATORY

1.7.1 SCREENING TESTS

No other topic related to the identification of controlled substances causes as much controversy
as testing specificity. Forensic science laboratories conduct two different categories of tests.
Tests in the first category are called “screening tests”. They include a series of tests used to
make a preliminary determination of whether a particular drug or class of drugs is present. It
must be emphasized that screening tests are not used to positively identify any drug. At best,
screening tests can only be used to determine the possibility that members of a particular class
of drug may be present. Some say that screening tests can result in “false positives”, meaning
that either the test indicates the possible presence of a controlled substance when none is
present or that the test indicates the possible presence of one controlled substance when a
different controlled substance is present. That should not be a problem, so long as it is
understood that screening tests have very little if any specificity, and that a false positive test
will only lead to more testing, not a false conclusion. The identification of any drug by a
chemical analysis is a systematic process involving a progression from less specific methods to
more specific methods. The most specific methods involve instrumental analyses. Properly
trained scientists should know when a false positive is possible, and how to take steps to narrow
the focus of the testing. The more tests used, the fewer the chances for error.

False negative screening tests also occur. Very weak or diluted samples containing con-
trolled substances may yield a negative screening test. An example of this situation would be
a 1% heroin sample cut with a brown powder. Testing this sample with Marquis Reagent, which
contains sulfuric acid and formaldehyde, may result in a charring of the brown powder and
subsequent masking of the bleeding purple color characteristic of an opium alkaloid. Weak or
old reagents may also yield false negatives. Examiner fallibility or inexperience in discerning
colors may also result in false negatives. The possibility of a false negative leads many examiners
to conduct a series of screening tests or, when warranted, to progress directly to more narrowly
focused screening tests.

Specificity is the key to the forensic identification of controlled substances. There is no one
method that will work as a specific test for any and all exhibits at any and all times. The choice
of which specific method one utilizes must be determined by the type of controlled substance,
the concentration of the controlled substance in the sample, the nature of the diluents and
adulterants, the available instrumentation, and the experience of the examiner. There is an
ongoing debate as to whether one can achieve this scientific certainty by combining a series of
non-specific tests. This will be discussed later in this section.
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1.7.1.1 Physical Characteristics

Occassionaly an experienced forensic analyst can just look at an exhibit in a drug case and
determine the probable nature of the substance. However, “probable natures” are not enough
for an identification, and most examiners will usually conduct more than one test before
reporting the presence of a controlled substance. The morphology of botanical substances such
as marijuana and the peyote cactus are familiar enough to many laboratory analysts. Marijuana
is one of those controlled substances which is examined with such frequency in the laboratory
that a preliminary identification is probable based on the morphology of the botanical sub-
stance, gross physical appearance, texture, and odor. However, even after a microscopic
examination of the cystolithic hairs using a micrcoscope, the modified Duquenois—Levine test
is usually run to corroborate the identification. The peyote cactus with its button-like appear-
ance is also unique. In a like manner, the identification of the opium poppy requires a
confirmation of the morphine; and the identification of the pysilocibin mushroom requires an
identification of the psilocybin or the psilocin.

The physical characteristics of these four agronomic substances might enable an expert
witness with a background in plant taxonomy and botany to make an identification based solely
on these characteristics. The forensic analyst relies on the physical characteristics and corrobo-
rating chemical examinations to identify these materials as controlled substances.

1.7.1.2 Color Tests

The color test is usually the first chemical examination examiners conduct after a package
suspected of containing controlled substances is opened and weighed. Small amounts of the
unknown material are placed in depressions in a porcelain spot plate or a disposable plastic or
glass spot plate. Chemical reagents are then added to the depressions and the results noted:
color changes, the way in which the color changes take place (flashing or bleeding), the rate
at which the color changes take place, and the intensity of the final colors. The most common
color reagents are the Marquis reagent for opium alkaloids, amphetamines, and phenethylamines
such as MDA or MDMA; cobalt thyocyanate reagent for cocaine and phencyclidine (PCP);
Dille-Koppanyi reagent for barbiturates; Duquenois reagent for marijuana; and Ehrlich’s
reagent for LSD. A more complete listing of these tests is available in the literature.! Many of
these tests are multi-step and multi-component.

These color tests are designed as a starting place for the examiner in deciding how to
proceed as the pyramid of focus narrows in forming a conclusion. Adulterants and diluents can
also cause color changes and are sometimes said to be responsible for “false positives.” The
resulting color changes are not really false. They simply reflect the presence of a substance
which is not the primary focus of the analytical scheme. Problems of “false negatives” and “false
positives” are usually recognized very early in the analytical scheme, and they are resolved
logically and rationally.

1.7.1.3 Thin Layer Chromatography

Thin-layer chromatography (TLC) is a separation technique. The method utilizes a glass plate
which is usually coated evenly with a thin layer adsorbant. The most commonly used adsorbant
is silica gel. A small amount of the sample is put into solution with a chemical solvent. A
capillary pipet is then used to place a small amount of the liquid onto the TLC plate
approximately 2 cm from the bottom of the plate. A second capillary pipet containing a small
amount of a known controlled substance in solution is used to place a second spot on the plate
usually next to, but not overlapping, the first spot.

The plate is then placed into a tank containing a solvent system which rises about 1 cm
from the bottom of the tank. Through capillary action, the solvent will migrate up the plate,
and the components of the unknown will usually separate as the solvent migrates. The
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separated components can usually be visualized using longwave or shortwave ultraviolet light,
a chemical spray, or some combination of both. The distance each sample migrates is then
divided by the distance the solvent in the tank migrates up the plate (know as the Rf value).
The result is then compared to published values that have been established for pure samples
of the abused drugs. If one of the components of the unknown migrates the same distance up
the plate as the known, the examiner has another piece of corroborating information. If the
unknown does not contain a component that migrates the same distance as the known, there
are many explanations. Perhaps the known and unknown are not the same. Perhaps there is a
component in the unknown solution which is binding the chemical of interest to the silica gel.
The explanations for matches are numerous. The explanations for non-matches are just as
numerous.

The literature is replete with values for drug/solvent migration ratios. However, these
values can be affected by many factors, including the storage conditions of the TLC plates and
solvent temperature. It is not uncommon for the Rf values in the laboratory to differ from those
in the literature. The importance of a TLC analysis lies in its ability to separate components
in a mixture. A match is another piece of corroborating information. A non-match can usually
be explained.

Using TLC to identify marijuana, hashish, or hash oil is a much more complicated process
than using it to identify other controlled substances.? The TLC analysis of cannabis exhibits
results in a series of bands on the thin-layer plate. Depending on the solvent system, the
number of bands can range from at least three to at least six bands.? Each band will have a
specific color and lie at a specified place on the plate corresponding to the known cannabinoids
in a standard marijuana, hashish, or THC sample.* The key point here is that this type of
identification involves a specific chromatographic pattern as opposed to one spot where a
known is compared directly with an unknown. Even with the increased specificity of a TLC
analysis in the examination of cannabis or a cannabis derivative, a modified Duquenois-Levine
test is suggested.

1.7.2 CONFIRMATORY CHEMICAL TESTS

1.7.2.1 Microcrystal Identifications

Microcrystal tests are conducted using a polarized light microscope and chemical reagents.
These microscopic examinations are not screening tests. The analyst will usually place a small
amount of the sample on a microscope slide and add a chemical reagent and note the formation
of a specific crystal formation. These crystals are formed from specified reagents. There should
be very little subjectivity in evaluating a microcrystal test.5 Either the crystal forms or it does
not form. If the appropriate crystal forms in the presence of the reagent, the drug is present.
If the crystal does not form and the drug is present, the problem is usually one in which the
drug concentration is too dilute, or the reagent has outlived its shelf life.

One disadvantage of microcrystal tests is the absence of a hard copy of what the analyst
sees. Unless a photograph is taken of the crystal formation, the examiner cannot present for
review documentation of what he saw under the microscope. Microcystal tests are an excellent
way of evaluating the relative concentration of a drug in a sample to determine the kind of
extraction technique for separation and further confirmation.

1.7.2.2 Gas Chromatography

Gas chromatography (GC) has been a standard operating procedure in forensic science
laboratories for the past three decades. In this technique, a gaseous mobile phase is passed
through a column containing a liquid coated, stationary solid, support phase. The most
common form of GC uses a capillary column of a very fine diameter for separating the
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component of a mixture. The sample is usually put into solution using an organic solvent such
as methanol. The liquid is then introduced into the injection port of the gas chromatograph
using a fine needle syringe capable of delivering microliter quantities of the solution. The
amount injected depends on the concentration of the sample. One microliter (one-one
hundreth of a milliliter) of 1 mg of solute per | ml of solvent is a typical injection amount. The
sample is vaporized in the heated injection port, and with the aid of a carrier gas travels through
the long capillary column where the different components are separated. There are many
different kinds of capillary columns with different internal coatings, lengths (which can vary
from one foot up to tens of meters), and diameters (measured in micrometers). This separation
is determined by the polarity and molecular size of each component. Each component exits the
column onto a detector. A flame ionization detector (FID) is the most common detector used
in most laboratories. Other types of less frequently encountered detectors include the nitrogen
phosphorous detector and the electron capture detector.

As each component elutes from the column through the FID, a signal is generated which
results in a “peak” on a recording device. The recorder is used to document the resulting data.
This recorder is usually a part of a data station that not only generates a representation of the
chromatogram on a monitor, but also controls instrument parameters and ensures the consistancy
of the analysis. The peaks of interest are evaluated by their retention times (RT’s) and by the
arecas under the peaks. The retention time data can be used either as confirmation of the
probable identity of the substance generating the peak, or the data can be evaluated as
screening information to determine the possible presence of a controlled substance . This RT
data is compared to the retention time of a known standard injected onto the same column in
the same instrument at the same temperature and rate flow conditions. The RTs of the known
and the unknown should be almost the same within a very narrow window. The area under the
peak can be used to quantitatively determine the relative concentration of the substance.

There are some disadvantages of GC. Retention times are not absolute and usually fall
within a narrow window. Other compounds may fall within this same RT window. One way
to overcome this problem is to analyze the same sample using a second capillary column with
a different internal coating and to note its retention time as compared to the known standard.
The values should be the same within a narrow RT window. A second disadvantage of GC is
that some samples degrade in the injection liner at high temperatures and must be evaluated
by using a derivatizing agent. This derivatizing agent is added to the drug and forms a
molecular complex. The molecule complex remains intact as it passes from the injection port,
through the column, and onto the detector.

GC by itself'is a very powerful tool for the forensic analyst. Its most useful application today
remains one in which it is interfaced with a mass spectrometer (mass selective detector) which
serves as a detector and separate instrumental identification method unto itself. Gas chroma-
tography/mass spectrometry will be discussed later in this section.

1.7.2.3 High Performance Liquid Chromatography (HPLC)

This chromatographic technique is also a separation technique, but with a bit more selectivity
than GC. In HPLC, the mobile phase is a liquid and the stationary phase is a solid support or
a liquid-coated solid support. In GC, a carrier gas is used to carry the sample through the
chromatography column. In HPLC, a high pressure pump is used to carry the solvent
containing the compound of interest through the column. Separation results from selective
interactions between the stationary phase and the liquid mobile phase.® Unlike GC, the mobile
phase plays a major role in the separation. HPLC can be used for the direct analysis of a wide
spectrum of compounds and is not dependent on solute volatility or polarity. The operator
need not worry about chemical changes in the molecule which can occur in GC due to thermal
degradation.
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HPLC chromatograms are evaluated based on retention time and area under the peak of
interest. Retention time is not an absolute value, but a time within a narrowly defined window.
The five basic parts of the liquid chromatograph include the solvent reservoir, the pump, the
sample injection system, the column, and the detector. A recorder is used to document the
resulting data. This recorder is usually a part of a data station which controls instrument
parameters and ensures the consistancy of the analysis. The most common detectors are the
ultraviolet /visible detector (UV /VIS), the florescence detector, the electrochemical detector,
the refractive index detector, and the mass spectrometer. The UV /VIS detector is the most
widely used device, and it is dependent on the solute’s ability to absorb ultraviolet or visible
light. The variable wavelength detector allows the analyst to select any wavelength in the
ultraviolet or visible range. The diode array or rapid scan detector is also used which allows a
rapid scan of the entire UV spectrum to identify the components eluting from the column.

Because the components elute from the UV detector in solution, they do not undergo
degradation or destruction. This one very useful characteristic of HPLC affords the analyst the
option of collecting fractions of the eluent for further analysis. This is not possible in GC
because the eluent is destroyed by the FID.

1.7.2.4 Capillary Electrophoresis (CE)

Capillary electrophoresis is a technique that separates components on the basis of charge-to-
mass ratios under the influence of an electrical field. It uses high voltage for fast separations
and high efficiencies. Osmotic flow is the main driving force in CE, especially at higher pH
values, and results primarily from the interaction of positive ions in solution with the silanol
groups on the capillary in the presence of an applied field. Narrow bore capillary columns of
uncoated fused silica are used for heat dissipation during the separation process. The detector
is normally an ultraviolet detector.

Micellar electrokinetic capillary chromatography (MECC) is a form of CE which allows for
the separation of cations, neutral solutes, and anions.

CE has several advantages over HPLC and GC. The method can be used with ionic and
neutral solutes which present problems in GC. There is a higher efficiency, resolving power,
and speed of analysis compared to HPLC. From a cost perspective, CE requires much less
solvent than HPLC, and the CE capillary column is much less expensive than the HPLC or
GC capillary columns. Two disadvantages of CE are the limited sensitivity for UV detection
(30 to 100 times less than that of HPLC); and fraction collection is troublesome because of
mechnical problems and small sample size. This technique uses a micelle as a run buffer additive
to give separations that are both electrophoretic and chromatographic.

One of the advantages of MECC is the ability to separate racemic mixtures of compounds
into the d- and l-isomers. This is an ability that is extremely valuable when identifying
compounds where one isomer is controlled (dextropropoxyphene) and the other isomer is not
controlled (levopropoxyphene). This is usually accomplished by adding cyclodextrins to the
run buffer.

1.7.2.5 Infrared Spectrophotometry (IR)

Infrared spectrophotometry is one of the most specific instrumental methods for the identifi-
cation of a controlled substance. A pure drug as a thin film on a KBr salt plate, or as crystals
mounted in a KBr matrix are placed into the sample compartment of the infrared spectropho-
tometer. A source of electromagnetic radiation in the form of light from a Nernst glower passes
light through the sample. The instrument, through a mechanical means, splits the beam into
a reference beam and an incident beam. The reference beam passes unobstructed through a
monochrometer to a photometer; the incident beam passes through the mounted sample
through the same monochrometer to the photometer. The reference beam passes 100%
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unobstructed to the photometer. The incident beam passing through the sample has some of
its enegy absorbed by the sample. This energy is absorbed at differenct wave lengths across the
infrared spectrum from 4000 cm-! down to 250 cm-!. The amount of relative absorption and
where on this spectrum the absorption takes place is dependent upon the molecular structure
and, more specifically, the functional groups of the drug. Different functional groups and
molecular interactions brought on by symmetrical and assymetrical molecular stretching
vibrations and in-plane and out-of-plane bending vibrations result in a number of peaks and
valleys on the IR chart. The resultant spectrum is usually formed on an x/y coordinate axes.
The wavelength (n) or wave number (cm!) where the absorption occurs is depicted on the x-
axis, and a measure of the amount of light absorbed by the sample, but usually referenced by
transmittance units from 0 to 100%, is depicted on the y-axis

The infrared spectrum of a suspected drug results in a specific pattern that can be used to
positively determine the identity of the substance. For most controlled substances, the resulting
spectrum consists of 20 to 70 peaks. These peaks form a pattern that is unique to the chemical
structure of the drug. This pattern can then be compared with a reference IR spectrum of a
primary drug standard. If the analyst determines that the two spectra match within the limits
of scientific certainty, an identification is possible. It is rarely, if ever, possible to overlay the
reference spectra with the spectra of the unknown and have a “perfect match”. The analyst is
looking for a match in the patterns. Any shifts in peak intensity or wave number must be
evaluated in conjunction with the pattern. Small shifts of 1 or 2 cm! and minor intensity
variations of individual peaks are expected. However, major variations must be evaluated on a
case by case basis. Some authors refer to IR as a “fingerprint” identification method. This
implies an ability to overlay two spectra and obtain a perfect match in every way. This degree
of perfection is rarely, if ever, possible.

Another factor that must be considered is that when two spectra are being compared peak-
by-peak as opposed to pattern-by-pattern, they ideally should be from the same instrument and
collected at about the same time. Comparing a literature reference spectrum with an unknown
for a pattern match is acceptable. Comparing the same literature reference spectrum wave
number by wave number, absolute transmittance value by absolute transmittance value will
probably result in minor differences.

IR does have limitations. In order to obtain an acceptable spectrum, the sample must be
very clean and dry. For forensic exhibits, this usually means that most samples must go through
extraction processes to remove impurities. In the past, sample size was a problem. However,
because of advances in Fourier transform IR technology and the interfacing of an IR spectro-
photometer with a microscope, evaluting microgram quantities of a sample results in excellent
spectra which are conclusive for the identification of a controlled substance. IR has very definite
limitations in its ability to quantitate controlled substances, and differentiating some isomers
of controlled substances can pose problems.

1.7.2.6 Gas Chromatography/Mass Spectroscopy (GC/MS)

Gas chromatography/mass spectrometry is by far the most popular method of identifying
controlled substances in the forensic science laboratory. In this method, a gas chromatograph
is interfaced with a mass selective detector (MSD). The sample undergoing an examination is
placed into solution with a solvent such as methanol. A very small injection volume of 1 or 2
ulis injected into the GC injection port. It then travels through the column where the different
components of the sample are separated. The separated components can then be directed into
the ionization chamber of MSD where they are bombarded by an electron beam. In electron
impact gas chromatography/mass spectrometry (EI MS), high energy electrons impact the
separated component molecules. The resulting spectrum of each component is typically
complex with a large number of mass fragments. These fragments are represented as peaks of

© 1998 by CRC Press LLC



varying intensity that provide the basis for comparison with a primary reference standard. The
components are then ionized and positively charged. This ionization also results in a fission,
or fragmentation process. The molecular fragments traverse into a magnetic field where they
are separated according to their masses. In this magnetic field, larger mass fragments are less
affected by the magnetic field, and smaller fragments are more affected and undergo a
deflection. Upon exiting the magnetic field, these fragments impact a detector losing the
charge generated by the beam of electrons impacting the sample. The result of this fragmen-
tation process is a pattern unique for the substance that is being analyzed.

The resulting mass spectrum consists of an x/y coordinate axis. The numerical value on
the x-axis represents the mass number determined by the number of neutrons and protons in
the nucleus. It is usually the molecular weight of a specific fragment. The largest magnitude
peak on the x-axis will often be the molecular ion and will represent the molecular weight of
the unfragmented compound. There will usually be a very small peak to the right of the
molecular ion which represents the molecular weight plus 1. The y-axis represents the relative
abundance of each peak comprising the mass spectrum. The tallest peak on the y-axis is the
base peak and represents that part of the molecule which is the most stable and undergoes the
least amount of fragmentation. The base peak is assigned a relative abundance value of 100.
The other peaks in the resulting spectrum are assigned relative values along the y-axis.

The numerical values on the x- and y-axis are calculated and assigned by the data station
which is interfaced with the mass spectrometer. The accuracy of these numbers is predicated
on the fact that the instrument has been properly tuned. This tuning process can be compared
to checking the channel tuning on a television set. This might be accomplished by opening a
television guide to determine what programs are scheduled at a particular hour. The television
is then turned on and the program for each channel checked. If the programs cited in the
televison magazine appear on corresponding channels at the proper times, the television has
been proven to be properly tuned. The tuning of a mass analyzer presents an analagous
situation.

The tuning process of a mass analyzer involves a procedure in which a chemical of a known
molecular weight and fragmentation pattern is analyzed and the resulting data evaluated. This
process includes verifying instrument parameters and the resulting spectrum. If the response
of the tuning process falls within specified limits, the mass spectrometer is deemed operation-
ally reliable, and the resulting data can be considered reliable. One such chemical used to tune
mass spectrometers is perflurotributylamine (PFTBA).

Fragmentation patterns of controlled substances are typically unique. Once a fragmenta-
tion pattern has been obtained, the forensic analyst should be able to explain the major peaks
of the spectrum and relate them to the molecular structure. If properly evaluated, mass spectral
data can usually be used to form a conclusion as to the identity of a controlled substance.

GC/MS has many advantages in the analysis of controlled substances. The sample being
analyzed need not be pure. Multi-component samples are separated and each soluble organic
component can be individually identified. The analyst must be aware of isomeric compounds
that have very similar chemical structures and similar fragmentation patterns. These kinds of
situations can usually be handled by noting the GC retention time data to discriminate between
similar compounds. Possible coelution of compounds from the capillary GC column and
thermal degradation as noted in the gas chromatography section of this chapter should also be
recognized. GC/MS does not allow the forensic analyst to directly identify the salt form of the
drug. This task can be accomplished by considering the solubility properties of the drug being
analyzed. In using this knowledge and performing extractions prior to injection onto the GC
column, the salt form can be determined indirectly.

When all methods of instrumental analysis of controlled substances are considered, GC/
MS is recognized in most instances as one of the efficient analytical techniques. If the analyst
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is cognizant of maintaining instrument reliability standards and the guidelines of mass spectral
interpretation, GC/MS affords one of the highest degrees of specificity in the identification of
controlled substances.

1.7.2.7 Nuclear Magnetic Resonance (NMR) Spectroscopy

Nuclear magnetic resonance spectroscopy is one of the most powerful instrumental techniques
available to the forensic chemist. In those laboratories fortunate enough to have NMR
technology, extensive capabilities exist. Data interpretation of NMR sprectra requires a high
degree of expertise. This instrumental technique allows the analyst to detect paramagnetic
atoms. (H, 2H, 13C, 5N, 70, 3P, UB, and F are examples.) Most forensic applications of
NMR focus on 'H and '3C. The resonant fequency of hydrogen (*H) in the current high field
magnets ranges from 200 to 750 mHz. This instrument generates a high magnetic field more
than capable of damaging encrypted data on the back of a credit card. The NMR is a very
expensive instrument requiring a high degree of specialized expertise to maintain and interpret
the resulting data. The NMR is the one instrument which affords the analyst the ability to
determine both the molecular structure and the three-dimensional orientation of some indi-
vidual atoms of the molecule. This means that structural isomers can be determined directly.
However, the extent of this kind of information is usually required only by research scientists
in those instances where no other information is available from other instrumental methods,
or where no primary analytical standard is available to confirm the presence of a controlled
substance.

The major component of the NMR spectrometer is a high field super conducting magnet.
The sample is dissolved in a deuterated solvent and then transferred to a long cylindrical glass
tube usually measuring 5 mm in diameter. The tube is placed into the NMR probe located near
the center of the magnetic field. In proton NMR, the magnetic field causes the hydrogen atoms
on the molecule to orient in a particular direction. In order to obtain high-resolution spectra,
the field produced by the magnet must be homogenous over the entire area of the sample in
the probe. The resonance frequencies for all protons in a molecule may be different. These
frequencies are dependent upon the molecular environment of the nucleus. This correlation
between resonance frequencies and molecular environment enables the analyst to make judge-
ments regarding the structure of the drug that he is analyzing.

The NMR spectrum is traced on a two-dimensional x/y coordinate axes. By evaluating an
NMR proton spectrum, an analyst can determine an important factor that facilitates the
identification of the compound — the area under each peak indicates the number of nuclei that
are undergoing a transition and the number of protons that are present.

There are other types of examinations that are possible with high field NMR. A carbon-
13 (13C) evaluation enables an analyst to determine the number of carbons and their relative
positioning in the molecule. 13C is an isotope of the more abundant 2C. About 1% of naturally
occuring carbon is '¥C. There are two additional NMR “ 2D experiments” which are very
valuable to the forensic analyst. Correlation spectroscopy (COSY) measures proton to proton
('H - 'H) interactions; and nuclear overhauser effect spectroscopy (NOESY) measures the
interaction of protons which are close to one another, but not necessarily on adjoining atoms.
Carbon 13, COSY, and NOESY spectra are all much more difficult to interpret and require
specialized knowledge.

In the forensic analysis of controlled substances, most molecules are comprised of carbon
and hydrogen. Proton NMR provided a unique spectral pattern which can be used to identify
a controlled substance. This pattern also enables the analyst to distinguish between the basic
and a salt form of the drug. NMR cannot distinguish halogenated salt forms. For instance, it
cannot distinguish between heroin hydrochloride and heroin hydrobromide. But it can distin-
guish between a heroin salt and heroin base.
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1.7.3 CONTROLLED SUBSTANCES EXAMINATIONS

Every examination made by a forensic chemist has a potential legal ramification or conse-
quence. Forensic chemists must be prepared to depart from the familiar natural science setting
of the laboratory and to enter the confrontational setting of the courtroom and be able to
communicate with a prosecuting attorney, a defense attorney, a judge, 12 jurors, and on
occasion, the press. The forensic chemist must be able to explain the significance of compli-
cated analytical procedures to individuals with little or no scientific training. If the forensic
analyst is to have any credibility on the witness stand, he must be able to describe what he has
done in terminology understood by those individuals with whom he is communicating.

1.7.3.1 Identifying and Quantitating Controlled Substances

Whenever a controlled substance is identified, the possibility exists that an individual could be
imprisoned or suffer some other legal consequence as a result. There is, therefore, an absolute,
uncompromised requirement for certainty in the identification of controlled substances. Prior
to 1960, the results of microscopic crystal tests, color screening tests, and TLC were considered
definitive. From the 1960s through the mid-1970s, ultraviolet spectrophotometry and GC
gained acceptance. It is interesting in 1997 to look back 20 years and contemplate the absolute
faith placed in a retention time on a gas chromatogram, or upon the ultraviolet absorption
maxima in acidic or basic solutions. In some instances these numerical values were measured
with a ruler!

From 1975 through 1985 there were major advances in IR and MS. During those years
“specificity”, as we understand the term today, was, for the first time, actually attainable in
most cases. As the technology continually evolved, with increased Fourier transform peak
resolution in IR and NMR, and multi-component separations improved with capillary column
gas chromatography, specificity also increased.

In the mid-1980s the advent of “designer drugs” (properly referred to as “controlled
substance analogues”) resurected the problem of specificity. In attempts at circumventing
existing controlled substance laws, clandestine laboratory chemists began to alter chemical
structures of controlled drugs by increasingly sophisticated syntheses. By replacing a methyl
group with an ethyl group, or by using a five-membered ring instead of a six-membered ring
in a synthesis, these clandestine laboratory chemists developed what at the time were non-
controlled analogues. The Controlled Substance Analogue and Enforcement Act of 1986 was
passed by Congress, largely as a response to this problem. This particular piece of legislation
also reinforced the responsibility of the chemist to accurately discriminate between controlled
substances and endless lists of possible analogues.
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A direct consequence of the new law’s passage was the development of analytical proce-
dures in Fourier Transform Infrared Spectrophotometry (FTIR), Fourier Transform Nuclear
Magnetic Resonance Spectroscopy (FITNMR), Gas Chromatography/Fourier Transform In-
frared Spectroscopy (GC/FTIR), and CE. These instrumental methods have made their way
into the forensic science laboratory and now provide the increased specificity required by the
courts.

Controlled substances sold on the street are usually mixed with adulterants and diluents
in a crude and mostly unspecified manner. In some laboratories, the analysts are required to
identify and quantitate both the controlled substance and the adulterant drugs and diluent
materials. Color tests, thin layer chromatography, and microcrystal tests of the pre-1960s
vintage are still used for screening. These testing procedures were valid then and are still valid
today, but today additional instrumental techniques are utilized to make the absolute identi-
fication and quantitation.

After the analysis has been completed, it must be documented. The final report must be
clear, concise, and accurate, with all conclusions substantiated by analytical data. The data may
be in the form of notations on paper in the analyst’s writing, or on chromatograms, spectra,
or other instrumental printouts. Dates must be checked, and the documented description of
the exhibit(s) must be consistent with the actual exhibit. Each time a report is signed, the
analyst places his reputation and credibility before the scrutiny of the court and his peers.
Discovering a “mistake” after the report has been submitted to the courts is not good.

Cocaine can exist as either the hydrochloride (HCI) salt or as the base. Pursuant to federal
law, there are sentencing guidelines based on the identification of cocaine as either the base
or as the salt form (usually HCl). Cocaine can be adulterated with benzocaine, procaine,
lidocaine, or any combination of these non-controlled drugs, and further diluted with manni-
tol, lactose, or other processing sugars. A variety of instrumental techniques can be used to
distinguish cocaine HCI from cocaine base. FTIR spectrophotometry is commonly available
and used in many laboratories. The IR spectra of cocaine HCI and cocaine base are quite
different and easily distinguished. The IR spectrum of a cocaine HCI sample mixed with an
adulterant presents a problem. The same sample analyzed by GC/FTIR presents the chemist
with a total response chromatogram showing all peaks in a mixture. The resulting IR spectrum
and mass spectrum are identifiable. However, in this technique, cocaine HCl and cocaine base
cannot be distinguished. At this point, NMR can provide a solution to distinguishing the two
forms of cocaine and identifying the adulterants.

The solubility properties of controlled substances can be used to separate different forms
of controlled substances. For instance, cocaine base is soluble in diethyl ether, cocaine HCl is
insoluble. Therefore, if an analyst is analyzing a material which is believed to be cocaine in a
questionable form, he can try placing the material into solution with diethyl ether, separate the
ether from the insolubles, evaporate the diethyl ether, and analyze the resulting powder by
GC/MS. The resulting cocaine spectrum would indicate the presence of cocaine base because
cocaine HCI would not have gone into solution.

Methamphetamine is produced in clandestine laboratories from the reaction of ephedrine
with hydriodic acid and red phosphorus, or from the reaction of phenyl-2-propanone (P-2-P)
with methylamine. Methamphetamine samples submitted to the forensic science laboratory
usually contain precursors from the synthesis, by-products for side reactions, and adulterants
such as nicotinamide which has been added by the clandestine laboratory operator. As is true
of the mass spectrum of some other phenethylamines, the mass spectrum of methamphetamine
may not provide enough specificity for positive identification. The most accurate way to
identify many phenethylamines is with IR. However, NMR is at least as specific as FTIR, and
it also allows for an identification in the presence of diluents. Unfortunately, NMR is not
available in many laboratories. Nicotinamide is one of the more commonly encountered
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adulterants with methamphetamine and can easily be distinguished from isonicotinamide by
NMR spectroscopy.

The IR spectrum of methamphetamine hydrochloride in a potassium chloride salt matrix
is very specific, and GC/FTIR is excellent at separating the components of a methamphetamine
sample. However, this method requires great care in selecting the optimized temperature and
flow parameters, and column selection.

GC/MS is the method most often used for identifying heroin. The mass spectrum of
heroin is very specific. Heroin is relatively simple to separate, and identification of the
degradation products and the by-products of the heroin synthesis, from morphine and acetic
anhydride, is relatively straightforward. Because morphine is derived from opium, many of the
by-products from the opium processing are carried over to the final heroin product. Acetylcodeine
and acetylmorphine are clearly identified from the corresponding mass spectra. The GC/FTIR
also provides excellent spectra for making identifications of heroin, its by-products, degrada-
tion products, and precursors. The chloroform insoluble diluents from heroin samples can also
be identified in a potassium bromide matrix by FTIR. These materials will usually consist of
sugars such as mannitol and inositol. When the heroin has been isolated from diluents and
adulterants, FTIR and NMR can be utilized to confirm the salt form of the heroin.

Phencyclidine, more properly identified as phenylcyclohexylpiperidine (PCP), is usually
submitted to the laboratory as an exhibit of PCP base in diethly ether, a powder, or sprayed
or coated on marijuana. The analysis of PCP is relatively direct by GC/MS. The resulting mass
spectrum is specific. The GC/FTIR spectrum of PCP is not as specific when one compares this
spectrum with that of PCP analogues and precursors such as phenylcyclohexyl carbonitrile
(PCC) and phenylcyohexyl pyrrolidine (PCPy). FTIR spectrophotometry of the solid in a
potassium bromide matrix is very specific. A word of caution is in order for anyone handling
PCP. PCP is a substance that is believed to be easily absorbed through the skin of the analyst.
Minimum handling is recommended.

1.7.3.2 Identifying Adulterants and Diluents

The terms adulterants and diluents are sometimes used in the context of illicitly distributed
controlled substances. Adulterants are chemicals added to illicit drugs which, in and of
themselves, can affect some sort of a physiological response. This response can range from very
mild to quite severe. Diluents are chemicals added to controlled substances which are used
more as fillers than to elicit a physiological response. They can be added to affect the color and
composition for the sake of satisfying the user. Adulterants and diluents are usually added to
the controlled substance mixture by those involved in illicit distribution. There is a third class
of materials that is found in controlled substance mixtures. This class includes by-products.
These by-products can be processing by-products, or they can exist as naturally occurring
by-products found in botanical substances such as the coca leaf or the opium poppy.

Most “street” exhibits of heroin and cocaine contain adulterants and diluents. Samples
taken from large scale, brick size, kilogram seizures will be relatively pure. Except for some
by-products from the opium poppy and the coca leave, there will be little in the way of foreign
materials. Adulterants are encountered, in increasing proportions, as the heroin and cocaine
progress down the distribution chain from the main supplier to the dealers to the users.

Adulterants commonly encountered in heroin include quinine, procaine, acetaminophen,
caffeine, diphenhydramine, aspirin, phenobarbital, and lidocaine. Adulterants commonly en-
countered in cocaine include procaine, benzocaine, and lidocaine. Diluents found in heroin
include different kinds of starches. It is not uncommon to find in heroin substances such as
calcium carbonate which had been added during the morphine extraction processes. Diluents
found in both cocaine and heroin include lactose, mannitol, sucrose, and dextrose.
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The identification of adulterants and diluents may or may not be a requirement as a part
of the identification scheme in the forensic science laboratory. In most instances, the require-
ments of the judicial system will be limited to the identification of the controlled substance.
This will usually be accomplished by separating the sample into its component parts, and then
identifying all or some of these components. In the case of a heroin exhibit, cut with quinine
and mannitol, a capillary GC/MS examination might result in a chromatogram and corre-
sponding spectra with an acetylcodeine peak, an acetylmorphine peak, a morphine peak, a
quinine peak, and a heroin peak. The first two peaks are most probably processing by-products;
the morphine is from the opium poppy; the heroin is the main peak of interest, and the quinine
has probably been added as an adulterant. There is no need to separate the components by
extractions to make the identifications. However, if the analyst is desirous of conducting an IR
examination or a NMR examination to identify the heroin, an extraction of the heroin from
a 3 N hydrochloric acid medium using chloroform is an option. Depending upon whether the
heroin exists as a salt (heroin hydrochloride) or as heroin base, a set of serial extractions can
be conducted to isolate the heroin from the quinine and the other substances. The identifica-
tion of cocaine in a mixture follows the same procedures. Depending upon the type of analysis,
the cocaine may or may not need to be chemically separated from the adulterants for an
identification.

The simplest way to identify diluents in controlled substance mixtures is by microscopic
identification. Common diluents along with the sugars/carbohydrates/starches described
above include sodium chloride, calcium carbonate, and various types of amorphous materials.
Because of their optical properties, these materials lend themselves well to a microscopic
identification. Chemical separations are fairly easy because these materials are usually insoluble
in solvents such as diethyl ether or hexane, and slightly soluble in solvents such as methanol.
Most organic materials are soluble in methanol or some other polar solvent. The sugars/
carbohydrates /starches can be further identified using IR following the separation if only one
sugar is present. If not, HPLC can be used to identify the sugars.

Even if the identification of all adulterants, diluents, and by-products are not required in
the final report generated by the analyst, such information can prove useful in evaluating trends
and possible distribution patterns.

1.7.3.3 Quantitating Controlled Substances

A number of different methods can be used to quantitate controlled substances. Capillary
column GC or HPLC are probably the two most utilized instrumental methods to accomplish
this task. The choice of which instrumental method to use depends upon the chemical
properties of the substance in question. GC works well with those compounds that are not
highly polar, are relatively stable at high temperatures, and are soluble in organic solvents such
as methanol or chloroform. Even if these conditions exist, GC can still be used if a derivatizing
agent is used.

If GC is used, the most common analytical method for quantitation involves the use of an
internal standard, providing a consistent concentration of a known chemical in solution. In
order to avoid the obvious problem of choosing an internal standard which might be present
in the sample as an adulterant or diluent, the internal standard can be a straight chain
hydrocarbon (tetracosane, eicosane, or dodecane) which is added in equal amounts to both the
sample being analyzed and the calibration samples. The internal standard method is especially
advantageous because the expected flame ionization detector response for the internal standard
to the drug can be checked for each and every injection. The critical factor for each injection
is the ratio of the detector response of the internal standard to the calibration solution of
known concentration. This is especially critical if the sample size of the injection is off target
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by a minuscule amount. The absolute integration values for the known peak and the internal
standard peaks may vary. However, the ratio will not be affected. If the detector is responding
properly to the internal standard in solution, it is also responding properly for the substance
being quantitated.

Controlled substances can also be quantitated using what is referred to as the external
standard method. In this method, calibration standards of known concentrations are prepared.
Injections are then made into the GC injection port, and a calibration table is established. The
accuracy of this method is quite good, provided that the injection amounts used in establishing
the calibration table are exactly the same from injection to injection. Even small variations of
less than 10% volume, when dealing with a 1 pl injection, can lead to less than optimized
results. This problem can be overcome by making multiple injections and checking the
consistency of the detector response and the injection volume. The ability to be consistent can
be developed by an analyst with a good eye. The ability to read the sample size on the
microsyringe is, for some, as much an art as a scientific technique. Automatic injectors are now
available on many gas chromatographs which approach consistency from one injection to the
next. However, this method will work only when there is a verfiable linear response of the
detector within a specified concentration range.

In both the internal and external standard methods, there must be a linear response of the
detector to the solutions of different concentrations. This is determined by injecting solutions
of known concentrations and establishing a calibration table. With most instrument data
stations, this is relatively simple. The instrument will then calculate the response ratio of
internal standard to drug for the solution of unknown concentration and compare this to the
response ratios of internal standard to drug for the solutions of known concentrations in the
calibration table. This ratio can then be used to calculate the concentration of the drug that
is being analyzed.

HPLC can be useful for quantitating controlled substances in solution. This instrumental
method also measures the response of different compounds at different ultraviolet/visible
absorption bands. These responses are then compared to calibration table values. Internal
standards can be used in the same way they are used in GC quantitations. The limitations and
comparisons of HPLC and GC are discussed elsewhere.

Ultraviolet/visible spectrophotometry (UV/VIS) is a technique that has been in use for
many years. UV /VIS uses one of the basic tenets of physics — Beer’s Law. Absorption of
monochromatic light is proportional to the concentration of a sample in solution. The
concentration of an exhibit in solution can be determined by comparison with calibration
tables. This type of analysis is dependent upon the solubility properties of the substance being
quantitated in acid, basic, and organic solutions. The UV /VIS method is accurate and reliable
only when the compound of interest is pure with no interfering substances. GC and HPLC are
used more often because of the added reliability check provided by the internal standard
methodology.

NMR spectrometry can also be used for the quantitation of controlled substances. The
quantitative analytical techniques in NMR are more complicated than those discussed above
and require a specialized instrumental expertise.

All of the methods discussed above are reliable and accurate when properly and conscien-
tiously conducted. There is one very important difference which applies to any quantitative
method when compared to an identification method. With proper methods, an analyst can
make an identification of a controlled substance with scientific certainty. The quantitation of
a controlled substance will usually result in values falling within a narrowly defined “window”
of from one-tenth to one or two absolute percent. The reported value will usually be an average
value.

© 1998 by CRC Press LLC



1.7.3.4 Reference Standards

The first step in ensuring the accuracy of the identification of any controlled substance should
be a collection of authenticated reference standards. Reference standards for the forensic
science examinations should be 98+% pure. They can be purchased from a reputable manufac-
turer or distributer, synthesized by an organic chemist within the laboratory, or purified from
a bulk secondary standard by using an appropriate methodology. “Reference Standards” that
have been authenticated are available from the United States Pharmacopeia (USP) and
National Formulary (NF). Samples obtained from any other source should be authenticated
using the appropriate methodology. This authentication process will involve a two step process
of first positively identifying the proposed reference standard and then determining the purity
of this standard.

At a minimum, the identification of a reference standard should be conducted using IR and
MS. The resulting spectra are then compared with reference spectra in the literature. The
chemist should be able to evaluate data from both of these instruments and be able to explain
the major peaks using, respectively, a functional group analysis or a molecular fragmentation
analysis. If no literature spectra are available, a more sophisticated structural analysis such as
NMR spectroscopy will be necessary to verify the chemical structure. Additional methods that
can be used to supplement, but not replace, IR, MS, and NMR, include optical crystallography,
X-ray crystallography, and a melting point analysis.

The next step in the process is to quantitate the reference standard against a “primary
standard”. A primary standard is a sample that has been subjected to the authentication process
and meets the criteria of a positive identification and 98%+ purity. The quantitation methods
of choice are GC or HPLC. With either method, the concentrations of the injections of both
the prmary standard and the authentication sample must be within the linear range of the
detector. The method should utilize an internal standard. The results of all injections should
have a relative standard deviation of less than 3%.!

If a primary standard is not available, a purity determination can be accomplished by a peak
area percent determination using capillary GC with a flame ionization detector and HPLC
using a photo-array ultraviolet detector. A third instrumental method using a differential
scanning calorimeter (DSC) should also be considered. In a peak area percent analysis, the area
percent of the standard compound is determined vs. any impurities that are present in the
batch. A blank injection of the solvent is done prior to the standard injection to detect peaks
common to both the solvent and the authentication standard. The GC solution is checked for
insolubles. If these insolubles are present, they can be isolated and identified by IR. Of course,
if there are insolubles, the sample is no longer considered an authentication standard until it
is purified and the foreign material is removed.

HPLC can also be used in a peak area percent analysis. For basic drugs, the analyst would
use a gradient mobile phase using methanol and an acidic aqueous phosphate buffer. For
neutral and acidic drugs, he would use a gradient with methanol and an acidic aqueous
phosphate buffer containing sodium dodecyl sulfate. For anabolic steroids, he would use a
methanol /water gradient mobile phase. As is the case with GC, with HPLC a blank injection
of the solvent always precedes the injection of the authentication standard. Three wavelengths,
210 nm, 228 nm, and 240 nm, are monitored for most drugs. For anabolic steroids, the analyst
should monitor 210 nm, 240 nm, and 280 nm. If the resulting UV spectra of all pertinent
peaks are similar, the integration of the peaks with the most sensitive wavelengths are used for
the calculation of purity.

DSC is a method of adding heat to a preweighed sample and monitoring temperature and
heat flow as the sample goes through its melting point.2 If decomposition does not occur
during the melt, the peak shown on the thermogram can be used to determine melting point
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and the molar concentration of any melt soluble impurities present. With this data, the analyst
can determine the purity of the authentication standard. One drawback of DSC is that
structurally dissimilar impurities such as sugars in a supposed heroin “standard” are not always
detected by this method. This is because the impurity does not go into solution in the melting
main component. With almost all authentication standards, most impurities will be structurally
similar to the drug of interest. The dissimilar compounds should have been removed prior to
the DSC analysis or detected by GC or HPLC.
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1.8 COMPARATIVE ANALYSIS

1.8.1 DETERMINING COMMONALITY OF SOURCE

Two different kinds of controlled substance analyses are routinely conducted in the forensic
science laboratory. The first is the “identification”. The goal is self-evident — to identify a
controlled substance by name. The second, less common, type of analysis is the “comparative
analysis”. Its purpose is to determine a commonality of source. A comparative analysis will
include a comprehensive examination of the sample's chemical and physical characteristics,
with the goal of demonstrating, with a high degree of certainty, a common origin for two or
more samples.!

Sometime it is possible to determine when two items of evidence have a common origin
just by physically fitting them together. This applies to exhibits such as a screwdriver and a
broken blade, two large paint chips that have broken apart, or a piece of paper torn in two or
more pieces. In the forensic examination of illicit drugs, it is possible to state with a high degree
of certainty that two exhibits of a white powder share a common source. The wording in stating
such a conclusion is critical. Words must be carefully selected so as to convey the conclusion
clearly and concisely, without overstepping the scientific certainty that exists. The following
quote, about two samples of cocaine, is from the transcript of drug trial held in 1991. It
illustrates the apropriate language to be used on such occassions.

After a review of all analytical data, it can be stated with a high level of scientific certainty and
beyond a reasonable doubt that a close chemical relationship exists between [the two samples]|
strongly suggesting that they were derived from the same manufacturing process...and that they
were probably derived from the same batch.?

Before undertaking a detailed examination of two samples, a broad overview is desirable.
The color and granularity of the exhibits should be examined, and then the components of the
sample identifyed and quantitated. If all of the data from one exhibit compare favorably with
all of the data from the second exhibit, the analyst can proceed to a second set of procedures
to evaluate the processing by-products and trace materials in the exhibits. It is important to
realize that in order to successfully evaluate two exhibits to determine commonality of source,
each exhibit must be analyzed in the same way using the same methodology, instruments, and
chemicals and solvents from the same containers.
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Controlled substances such as cocaine and heroin are the simplest to compare because they
are derived from botanical substances (the coca leaf and the opium poppy, respectively).3#
Many naturally occurring by-products from the plants are carried through the processing stages
of the drugs, and these can be used to confirm the existence of a common source.

1.8.2 COMPARING HEROIN EXHIBITS

Capillary column gas chromatography (ccGC) and HPLC are the two methods most often
utilized in comparing two or more heroin exhibits to determine whether they came from the
same source. HPLC can be utilized in the first part of the analytical scheme because the
components being evaluated usually are present in substantial amounts. The major components
including heroin, acetylmorphine, acetylcodeine, morphine, codeine, noscapine, papaverine,
thebaine, and most diluents can be identified and quantitated. A high degree of resolving
power is not required at this point in the analytical scheme. If the HPLC analysis demonstrates
that the samples being compared are similar, the analyst proceeds to the second part of the
analytical scheme.

In the second part of this scheme to evaluate the trace components of the exhibits, ccGC
is usually the method of choice, both because of its resolving power and because of its ability
to detect minute quantities of the component of interest. The second step of the isolation
process involves multiple extractions and derivatizations to isolate the acidic and neutral
compounds for analysis and evaluation. This process isolates the precursors, solvents, and
respective contaminants, by-products, intermediates, and degradation products. It is desireable
to remove the heroin from the sample during the extraction processes in order to keep most
of the trace components at the same level of chromatographic attenuation. Once the heroin
has been identified and quantitated, only then are the other elements analyzed. If after these
two processes the analyst sees no chromatographic differences in the samples being evaluated,
a conclusion can be formulated. The number of compents from this second part of the process
can number from 100 to 300. If all of these components are present in both exhibits at similar
relative levels, a conclusion regarding commonality of source is warranted.

1.8.3 COMPARING COCAINE EXHIBITS

The process is different for cocaine comparisons. For one thing, the cocaine need not be
removed from the sample. Four different ccGC examinations can be conducted which evaluate
and compare the by-products and impurities down to trace levels by:

1. Flame ionization gas chromatography (GC-FID) to evaluate cocaine hydrolysis
products, manufacturing impurities, and naturally occurring alkaloids;®

2. GC-FID to determine trimethoxy-substituted alkaloids as well as other minor
naturally occurring tropanes;®

3. Electron capture gas chromatography (GC-ECD) to determine the hydroxycocaines
and N-nor related compounds;* and

4. GC-ECD to determine the 10 intact truxillines.”

These four gas chromatographic methods provide an in-depth evalutation of trace level
components and allow the precise comparison of two different cocaine exhibits. The number
of components evaluated range in the hundreds. This data provides the analyst with an
abundance of analytical points to form a conclusion regarding commonality of source.
Extraction of the impurities and by-products can be accomplished using a derivatizing
reagent.®? Heptafluorobutyric anhydride (HFBA) is often used for this purpose. The GC-FID
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and GC-ECD analyses that follow will result in organic profiles of the many compounds from
the cocaine and heroin samples being analyzed. A further MS analysis may serve to identify the
chemical composition of many of the components of each exhibit. Many of the resulting peaks
represent compounds formed during the manufacturing process; others will be oxidation or
hydrolysis products of known compounds; and other peaks will have a degree of uncertainty
regarding their exact chemical structure. However, what will be known is that these peaks are
present in both exhibits being compared using the ccGC methods and represent cocaine and
heroin manufacturing impurities or by-products.
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1.9 CLANDESTINE LABORATORIES

There are two kinds of clandestine laboratories. The first is the operational clandestine
laboratory. This laboratory, usually operating in secrecy, is engaged in the production of
controlled substances, precursors to controlled substances, or controlled substance homo-
logues or analogues. The second is the non-operational clandestine laboratory. This usually
is a storage facility that is under investigation because of information obtained from precursor
and essential chemical monitoring.!

For the forensic scientist involved in the seizure of a clandestine laboratory, the task of
evaluating the possibilities and probabilities begins prior to arrival at the laboratory site. The
individual tasked with securing the laboratory for the purpose of collecting evidence must, for
his own protection, be trained and certified competent in dealing with the safety and technical
considerations of clandestine laboratory seizures. Forensic chemists may be asked to provide
assistance in preparing search warrants based on available information, as when investigators
know that certain chemicals and pieces of analytical equipment such as gas cylinders, and
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glassware such as large triple neck round bottom flasks have been purchased. This sort of
information is critical in determining what kind of synthesis is taking place. The forensic
scientist will also provide technical advice regarding the importance of specific safety consid-
erations and offer suggestions on handling situations such as on-going reactions.

After the clandestine laboratory site has been secured by the appropriate law enforcement
authorities, the forensic scientist may enter the site to evaluate the environment and decide on
the most appropriate actions. The investigator's most important function is to minimize any
health risk to enforcement personel. This may involve ventilating the environment by opening
doors, windows, and using a fan; securing open containers, turning off gases and water; and
removing obstacles on the floor which may prove hazardous to anyone entering the site. The
investigator may also decide on whether chemcial reactions in progress should be stopped or
allowed to proceed. After all of these and other decisions are made and the site is secure, the
forensic analyst will begin to sample, package, and mark evidence containers. This process will
usually proceed slowly and methodically to ensure accuracy and completeness.

Once the clandestine laboratory has been seized and the evidence collected, the forensic
analyst will proceed to the laboratory to complete the administrative processes of ensuring
accountability and security. When the time approaches for the analytical procedures to com-
mence, the person tasked with this process will attempt to identify as many of the samples as
deemed necessary for the required judicial action. This may mean identifying any and all
exhibits that were seized, or it may mean that only those exhibits required to form a conclusion
as to an identification of the final product are necessary. The extent of the analysis can be more
of a legal question than a scientific question. The forensic scientist should be able to provide
the basics of the reaction mechanisms. This information will be based on the chemicals at the
site and those identified in the reaction mixtures. He should also be able to provide a
theoretical yield of the final product based on the amounts of the chemical precursors.

After the work in the laboratory has been completed, the forensic scientist has the
responsibility of assisting the legal authorities in understanding what was happening in the
clandestine laboratory — what was being synthesized, how was it being synthesized, and what
environmental ramifications existed due to the disposing of waste solvents and other chemicals
found in the soil or plumbing. The forensic analyst must recognize his responsibilities as an
expert witness and provide factual information in as much detail as necessary. However, this
task carries with it the responsibility of avoiding unsubstantiated speculation.

Evaluating a clandestine laboratory, from the time of notification until the time of
testimony in the courtroom, requires an open-minded and analytical approach. As information
is gathered and data collection proceeds, the analyst may be involved in an ever evolving
decision-making process. This will probably require him to change his strategies as more
information becomes available. Conclusions should be reserved until all the necessary exhibits
have been collected and analyzed, the clandestine laboratory operator has been debriefed, the
analytical data has been evaluated, and, if necessary, consultations with colleagues have been
completed. In the courtroom, the forensic analyst will preserve his status as a credible expert
witness by basing his testimony on factual data and possibilities that are within the realm of
scientific probability.

1.9.1 SAFETY CONCERNS

A hazard evaluation is an absolute requirement prior to entering a clandestine laboratory. This
should involve an evaluation of the physical and environmental hazards that may be present.
This evaluation is usually the result of questioning other law enforcement personnel familiar
with the laboratory, or the laboratory operator. Great care should be exercised in evaluating
and acting on information from the laboratory operator. The forensic analyst should determine
the minimum level of safety equipment required for entry into the laboratory. If there is
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knowledge regarding the type of drug being synthesized in the clandestine laboratory and the
processing methodology, the forensic scientist will have some idea as to the types of chemicals
that may be encountered. If records are available regarding the purchasing activity of the
clandestine laboratory operator, the quantities of the chemicals facing the investigators will be
available.

All this information should be documented and used to decide the safest and most prudent
manner in which to enter the clandestine laboratory. Other concerns that must be considered
are the weather conditions, and entry and egress options. Extremes in either heat or cold can
affect the way the safety and sampling equipment will function. These conditions will also effect
how long the forensic chemist can be expected to work in the appropriate clothing. Egress
options from a clandestine laboratory must be determined before entry. In the event of a fire
or explosion, those individuals processing the clandestine laboratory must know how to exit
the dangerous environment. As a part of the planning scenario for processing the clandestine
laboratory, the appropriate authority should make the nearest medical facility aware of the fact
that if an investigator is injured, medical attention will be sought. The medical facility may have
some requirement for treating a chemical injury. This should be determined beforechand and
a protocol to meet these requirements should be established.

The most important responsibility of the forensic analyst involved in a clandestine labora-
tory investigation and seizure is safety. Safety must be considered from a number of perspec-
tives. The forensic scientist must be concerned with the safety and well-being of anyone
entering the suspected clandestine laboratory. His training and experience will have prepared
him to recognize many of the obvious dangers of the chemical hazards and physical hazards
at the site. This awareness is not stagnant. There will usually be a condition that requires an
immediate adjustment and reevaluation. He must be constantly aware of the possible hazards
when the combination of two minimally unsafe conditions result in fatalities. This results from
a failure to recognize that while each condition is dangerous in its own right, combining the
dangers is a recipe for disaster if certain precautions are not followed.

For instance, if the odor of ether is detected in an enclosed dark room, a possible first step
might be to turn on the lights. However, any short circuit in the light switch resulting in a spark
could cause the ether vapors in combination with the oxygen in the air to explode. The correct
action would be to obtain an outside lighting equipment to determine the source of the ether
vapors, rectify the conditions resulting in the ether vapors, ventilate the room, check the light
switch and wiring, and then turn on the lights. This situation is one in which a chemical hazard
in combination with a physical hazard could combine and result in serious injury or death.

Before entering the clandestine laboratory, the forensic analyst must take precautions to
ensure eye, lung, and skin protection. This will usually mean proper clothing including head
gear, boots, outerwear and gloves; safety glasses and/or a face shield; and the appropriate air
purification and breathing apparatus. Consideration should also be given to use of air moni-
toring devices which can detect concentrations of combustible gases or vapors in the atmo-
sphere, oxygen deficiencies, and gas concentrations to lower explosive limits. There are also
devices available in the form of glass tubes filled with specific detection granules which allow
for the reasonable determination of airborne chemical hazards in the atmosphere. When these
devices are used properly, the forensic scientist entering the clandestine laboratory maximizes
his chances for protecting the safety of the seizure team, including himself.

Even after the atmosphere has been sampled and ventilation has progressed, once inside
the clandestine laboratory, the forensic chemist should be aware of the many possibilities
posing a threat. The potential chemical dangers include an explosion potential, flammable and
combustible chemicals, corrosive chemicals, oxidizers, poisons, compressed gases, irritants, and
booby traps. Physical hazards include but are certainly not limited to broken glass, bare
electrical wiring, slippery floors, and loud noises. These chemical and physical hazards can be
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accentuated by a reduction in dexterity because of safety equipment and clothing, a narrow
field of vision due to a breathing apparatus, diminished communications, physical and mental
stress, heat or cold stress, a confined work space environment, and a prolonged period of time
spent processing the clandestine laboratory.

After the laboratory processing has been completed, the forensic scientist should be a part
of the team which reduces the level of environmental contamination to a controllable level.
This will usually involve prior planning for the proper disposal of hazardous chemicals and
protective clothing by a waste disposal authority. There should be a standard operating
procedure for the decontamination of anyone who entered the clandestine laboratory. This
should include provisions for an emergency shower and an eyewash station, first aid kits, and
decontamination procedures for injured workers.

One of the most important factors anyone processing a clandestine laboratory must
remember is the following — no matter how much protective clothing is available, no matter
how much pre-planning is done, no matter how careful a person might be in collecting
chemicals and assessing danger, if that person fails to recognize his limitations in knowledge
or physical ability, a disaster is waiting to happen. The greatest danger facing anyone who
processes a clandestine laboratory is a false sense of security.

1.9.2 COMMONLY ENCOUNTERED CHEMICALS IN THE CLANDESTINE
LABORATORY

The following tabulation of data is intended as an overview of those chemicals most frequently
encountered as precursors in clandestine laboratory settings. A precursor is a chemical that
becomes a part of the controlled substance either as the basis of the molecular skeleton or as
a substituent of the molecular skeleton. This list is not all inclusive. Modifications to typical
synthetic routes on the parts of ingenious organic chemists are typical and cannot always be
predicted.

1.9.3 TABLES OF CONTROLLED SUBSTANCES

1.9.3.1 Generalized List by Category of Physiological Effects and Medical Uses of
Controlled Substances

Precursor Controlled substance
Acetic anhydride Heroin

Methaqualone

Phenyl-2-Propanone (P2P)
Acetonitrile Amphetamine
N-Acetylanthranilic acid Methaqualone

Mecloqualone
Acetylacetone Methaqualone
4-Allyl-1,2-methylenedioxybenzene 3,4-Methylenedioxyamphetamine (MDA)
Ammoniun formate Amphetamine

MDA
Amphetamine alpha-Methyl fentanyl
Aniline alpha-Methyl fentanyl
Anthranilic acid Methaqualone
Benzaldehyde Amphetamine

P-2-p
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Benzene

Benzyl cyanide

Bromobenzene

1-Bromo-2,5-dimethoxybenzene
Bromohydroquinone
5-Bromoisatin
ortho-Bromophenol

Bromosafrole

2-Bromothiophene

Chloroacetic acid

Chloroacetone
1-Chloro2,5-dimethoxybenzene
2-Chloro-N,N-dimethylpropylamine
2-Chloroethylbenzene
alpha-Chloroethylmethyl ether
Chlorohydroquinone

Chlorosafrole

ortho-Cresol

Diethylamine

Ephedrine

Ergonovine

Ergotamine

Ethylamine
N-Ethylephedrine
N-Ethylpseudoephedrine
orth-Ethylphenol
Formamide

Isosafrole

Lysergic acid
Methylamine
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Amphetamine

P-2-P

Methamphetamine
N-Ethyl-1-phenylcyclohexylamine (PCE)
Phencyclidine (PCP)
1-Phenylcyclohexylpyrrolidine (PCPy)

P-2-P

4-Bromo-2,5-dimethoxyamphetamine (DOB)
DOB

Lysergic Acid
4-Bromo-2,5-dimethoxyphenethylamine (Nexus)
3,4-Methylenedioxyethylamphetamine (MDEA)
3,4-Methylenedioxymethamphetamine (MDMA)
1-[1-(2-Thienyl)cyclohexyl]piperidine (TCP)
P-2-P

P-2-P

Nexus

Methadone

Fentanyl

P-2-p

DOB

MDEA

MDMA

4-Methyl-2,5-dimethoxyamphetamine (STP)
Diethyltryptamine

Lysergic Acid Diethylamide (LSD)
Methamphetamine

Methcathinone

LSD

LSD

Ethylamphetamine
3,4-Methylenedioxyethylamphetamine (MDEA)
N-Ethyl-N-methylamphetamine
N-Ethyl-N-methylamphetamine
4-Ethyl-2,5-dimethoxyamphetamine
Amphetamine

MDA

4-Methylenedioxyamphetamine (MDA)
3,4-Methylenedioxymethamphetamine (MDMA)
MDEA

LSD

Methamphetamine

MDMA



3,4-Methylenedioxyphenyl-

2-propanon

N-Methyephedrine
N-Methylpseudoephedrine

Nitroethane

1,2-Methylenedioxy-4-
propenylbenzene
N-Methylephedrine
N-Methylformamide
N-Methylformanilide
2-Methyl-4-[ 3H]-quinazolinone
Methyl-3,4,5-trimethoxybenzoate
Norpseudoephedrine

Phenethylamine

N-(1-Phenethyl)-Piperidin-4-one

N-(1-Phenethyl-4-piperidinyl)-aniline

Phenylacetic Acid
Phenylacetonitrile
Phenylacetyl Chloride
D-Phenylalanine
2-Phenyl-1-bromoethane
1-Phenyl-2-bromopropane
Phenylmagnesium Bromid
Phenylpropanolamine

Phenyl-2-propanone (P-2-P)

Piperidin
N-(4-Piperidinyl)aniline

Piperonal

Piperonylacetone
Propionic Anhydridel
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MDA

MDMA

MDEA
N,N-Dimethylamphetamine
N,N-Dimethylamphetamine
P-2-P

Amphetamine

MDA

MDEA

P-2-p
Methamphetamine
STP

Methaqualone
Mescaline
4-Methylaminorex
Fentanyl
para-Fluoro fentanyl
2-Methyl fentanyl
Fentanyl
para-Fluoro fentanyl
Fentanyl

P-2-P

P-2-P

P-2-P
Amphetamine
Methamphetamine
Fentanyl
alpha-Methyl fentanyl
PCP

PCPy

P-2-p
Amphetamine
4-Methylaminorex
Amphetamine
Methamphetamine
Phencyclidine (PCP)
Fentanyl
alpha-Methyl fentanyl
MDA

MDMA

MDEA

N-Hydroxy MDA

Fentanyl analogues



Propiophenone
Pyrrolidine
Pseudoephedrine

Safrole

3,4,5-Trimethoxybenzaldehyde

Table 1.9.3.1

Methamphetamine
PCPy
Methamphetamine
MDA

MDMA

3,4-Methylenedioxy P-2-P

Mescaline

3,4,5-Trimethoxyamphetamine

Controlled Substances

Below is a categorized listing of the most commonly encountered controlled substnaces.

Drug
Narcotics
Heroin

Morphine

Codeine

Hydrocodone

Hydromorphone

Oxycodone

Methadone and
LAAM

Fentanyl and

analogues

Other narcotics

Depressants
Chloral hydrate

Barbiturates
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CSA
Schedules

11

1L, 111, IV

11, 111

11
11

11, I, 1V,
\Y%

v
11, 111, IV

Trade or
other names

Diacetylmorphine, Horse,
Smack

Duramorph, MS-Contin,
Roxanol, Oramorph SR
Tylenol w/Codeine,
Empirin w/Codeine,
Robitussin A-C, Fiorinal
w/Codeine, APAP
w/Codeine

Tussionex, Vicodin,
Dycodan, Lorcet
Dilaudid

Percodan, Percocet,
Tylox, Roxicet, Roxidone
Dolophine, Levo-alpha-
acetylmethadol,
Levomethadyl acetate
Innovar, Sublimaze,
Alfenta, Sufenta,
Duragesic

Percocan, Percocet,
Tylox, Opium, Darvon,
Talwin?, Buprenorphine,
Meperidine (Pethidine)

Noctec, Somnos, Felsules
Amytal, Fiorinal,
Membutal, Seconal,
Tuinal, Penobarbital,

Pentobarbital

Medical uses

None in U.S., analgesic, antitussive

Analgesic

Analgesic, antitussive

Analgesic, antitussive

Analgesic
Analgesic

Alalgesic, treatment of dependence

Analgesic, adjunct to anestesia,
anesthetic

Analgesic, antidiarrheal

Hypnotic
Sedative hypnotic, veterinary

cuthanasia agent



Drug

Benzodiazepines

Glutethimide
Other depressants

Stimulants
Cocaine!
Amphetamine /
methamphetamine
Methylphenidate

Other stimulants

Cannabis

Marijuana

Tetrahydro-
cannabinol
Hashish and
hashish oil
Hallucinogens
LSD

Mescaline and
peyote
Phenethylamines

Phencyclidine and
analogues

Other hallucinogens

Anabolic steroids

Testosterone
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CSA
Schedules

v

11
I, 11, 111,
v

11

11

11

I, 11, I,
v

111

Trade or
other names

Ativan, Dalmane,
Diazepam, Librium,
Xanax, Serax, Valium,
Tranxene, Verstran,
Versed, Halcion, Paxipam,
Restoril

Doriden

Equanil, Miltown,
Noludar, Placidyl, Valmid,
Methaqualone

Coke, Flake, Snow, Crack
Biphetamine, Desoxyn,
Dexedrine, Obetrol, Ice
Ritalin

Adipex, Didrex, Ionamin,
Melfiat, Plegine, Captagon,
Sanorex, Tenuate, Tepanil,
Prelu-2, Preludin

Pot, Acapulco Gold, Grass,

Medical uses
Antianxiety, sedative,

anticonvulsant, hypnotic

Sedative, hypnotic
Antianxiety, sedative, hypnotic

Local anesthetic
Attention deficit disorder,
narcolepsy, weight control
Attention deficit disorder

Weight control

None

Reefer, Sinsemilla, Thai Sticks

THC, Marinol

Hash, Hash Oil

Acid, Blotter Acid,
Microdots

Mescal, Buttons, Cactus

2,5-DMA, STP, MDA,
MDMA, Ecstacy, DOM,
DOB

PCP, PCE, PCPy, TCP,
Hog, Loveboat, Angel Dust
Bufotenine, Ibogaine,
DMT, DET, Psilcybin,

Psylocin

Depo-testosterone,

Antinauseant

None

None

None

None

None

None

Hypogonadism



CSA

Drug Schedules
Nandrolone 111
Oxymetholone 111

Trade or
other names

Delatestryl (Cypionate,
Enanthate)

Nandrolone, Durabolin,
Deca-Durabolin, Deca
Anadrol-50

!Designated o navcotic under the CSA.

2Not designated o narcotic under the CSA.

REFERENCE

Medical uses

Anemia, breast cancer

Anemia

1. Frank, R.S., The clandestine laboratory situation in the United States, J. Forensic Sci., 28:

18-31, 1993.

1.9.3.2 Listing of Controlled Substances by Schedule Number

Listed below are those substances specifically controlled under the Controlled Substances Act
as of January 26, 1996. This list does not inlcude all controlled steroids or controlled substance
analogues. These are classes of compounds that are controlled based on chemical and pharma-
cological criteria which have been discussed earlier in this chapter.

Table 1.9.3.2 Controlled Substances by Schedule Number
Drug name CSA sch. Synonyms
1-(1-Phenylcyclohexyl)pyrrolidine I PCPy, PHP, rolicyclidine
1-(2-Phenylethyl)-4-phenyl-4-acetoxypiperidine I PEPAP, synthetic heroin
1-Methyl-4-phenyl-4-propionoxypiperdine I MPPP, synthetic heroin
1-[1-(2-Thienyl)cyclohexyl|piperidine I TCP, tenocyclidine
1-[1-(2-Thienyl)cyclohexyl Jpyrrolidine I TCPy
2,5-Dimethoxy-4-cthylamphetamine I DOET
2,5-Dimethoxyamphetamine I DMA, 2,5-DMA
3,4,5-Trimethoxyamphetamine I TMA
3,4-Methylenedioxy-N-ethylamphetamine I N-ethyl MDA, MDE, MDEA
3,4-Methylenedioxyamphetamine I MDA, Love Drug
3,4-Methylenedioxymethamphetamine I MDMA, Ecstasy, XTC
3-Methylfentanyl I China White, fentanyl
3-Methylthiofentanyl I China White, fentanyl
4-Bromo-2,5-dimethoxyamphetamine I DOB, 4-bromo-DMA
4-Bromo-2,5-dimethoxyphenethylamine I Nexus, 2-CB, has been sold as
Ecstasy, i.e., MDMA
4-Methoxyamphetamine I PMA
4-Methyl-2,5-dimethoxyamphetamine I DOM, STP
4-Methylaminorex (cis isomer) I U4Euh, McN-422
5-Methoxy-3,4-methylenedioxyamphetamineq I MMDA
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Drug name CSA sch. Synonyms
Acetorphine
Acetyl-alpha-methylfentanyl

Acetyldihydrocodeine Acetylcodone
Acetylmethadol Methadyl acetate
Allylprodine

Alpha-Ethyltryptamine ET, Trip
China White, fentanyl

China White, fentanyl

Alpha-Methylfentanyl

Alpha-Methylthiofentanyl

Alphacetylmethadol except levo-alphacetylmethadol
Alphameprodine

Alphameprodine

Alphamethadol

Aminoex Has been sold as methamphetamine
Benzethidine

Benzylmorphine
Beta-Hydroxy-3-methylfentanyl China White, fentanyl
Beta-Hydroxyfentanly China White, fentanyl
Betacetylmethadol
Betameprodine
Betamethadol
Betaprodine
Bufotenine MAPPINE, N,N-dimethylserotonin
Cathinone Constituent of “khat” plant
Clonitazene

Codeine methylbromide
Codeine-N-oxide
Cyprenorphine
Desomorphine
Dextromoramide Palfium, Jetrium, Narcolo
Diampromide
Diethylthiambutene
DET

LYSPAFEN

Diethyltryptamine
Difenoxin
Dihydromorphine
Dimenoxadol
Dimepheptanol
Dimethylthiambutene
Dimethyltryptamine DMT

Dioxaphetyl butyrate

el e e e e T e T e e e R e T e e T e T e e e e B e B e e E e e e e e e i e T e D e R

Dipipanone Dipipan, phenylpiperone HCL,
Diconal, Wellconal

Drotebanol I Metebanyl, oxymethebanol
Ethylmethylthiambutene I
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Drug name

Etonitazene

Etorphine (except HCL)

Etoxeridine

Fenethylline ethyltheophylline amphetamine
Furethidine

Heroin

Hydromorphinol

Hydroxpethidine

Ibogaine

Ketobemidone
Levomoramide
Levophenacylmorphan
Lysergic adic deithylamide
Marinuana

Mecloqualone

Mescaline

Methaqualone

Methcathinone
Methyldesorphine
Methyldihydromorphine
Morpheridine

Morphine methylbromide
Morphine methylsulfonate
Morphine methylsulfonate
Morphine-N-oxide

Myrophine
N,N-Dimethylamphetamine
N-Ethyl-1-phenylcyclohexylamine
N-Ethyl-3-piperidyl benzilate
N-Ethylamphetamine
N-Hydroxy-3,4-methylenedioxyamphetamine
N-Methyl-3-piperidyl benzilate
Nicocodeine

Nicomorphine

Noracymethadol
Norlevorphanol

Normethadone

Normorphine

Norpipanone

Para-fluorofentanyl
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CSA sch.

— o e b b e = =

— o = = = = =

e e e e e e T e e e e e i e B e T T e

Synonyms

Captagon, amfetyline

Diacetylmorphine, diamorphine

Constituent of “Tabernanthe iboga”

plant
Cliradon

LSD, Lysergide

Cannabis, Marijuana
Nubarene

Constituent of “Peyote” cacti
Quaalude, Parest, Somnafac,
Opitimil, Mandrax
N-Methylcathinone, “cat”

PCE

JB 323

NEA

N-hydroxy MDA
JB336

Vilan

Phenyldimazone

China White, fentanyl



Drug name
Parahexyl
Peyote
Phenadoxone
Phenampromide
Phenomorphan
Phenoperidine
Pholcodine

Piritramide
Proheptazine
Properidine
Propiram
Psilocybin

Psilocyn

Racemoramide

Tetrahydrocannabinols

Thebacon

Thiofentanyl

Tilidine

Trimeperidine
1-Phenyleyelohexylamine
1-Piperidinoeyelohexanecarbonitrile
Alfentanil

Alphaprodine
Amobarbital
Amphetamine

Anilerdine
Benzoylecgonine
Bezitramide

Carfentanil

Coca Leaves

Cocaine

Codeine

Dextropropoxyphene, bulk (non-dosage forms)
Dihydrocodeine
Diphenoxylate

Diprenorphine
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CSA sch.

— = e =

— o = =

II
1II
11
11
II
11
11
IT
11
11
1II
11
11

II
11
I
11

Synonyms
Synhexyl

Cactus which contains mescaline

Oparidine, Lealgin
Copholco, Adaphol, Codisol,
Lantuss, Pholcolin

Piridolan

Algaril

Constituent of “Magic Mushrooms”

Psilocin, constituent of “Magic

Mushrooms”

THC, Delta-8 THC, Delta-9 THC,

and others
Acetylhydrocodone, Acedicon,
Thebacetyl

China White, fentanyl

Tilidate, Valoron, Kitadol, Lak, Tilsa

Promedolum

Prcusor of PCP

PCC, precusor of PCP
Alfenta

Nisentil

Amytal, Tuinal
Dexedrine, Biphatamine
Leritine

Cocaine metabolite
Burgodin

Wildnil

Methyl benzoylecgoni, Crack
Morphine methyl ester, methyl
morphine

Propoxyphene

Didrate, Parzone

M50-50



Drug name

Dronabinol in sesame oil in soft gelatine capsule

Ecgonine
Ethylmorphine
Etorphine HCL
Fentanyl
Glutethimide
Hydrocodone
Hydromorphone
Isomethadone

Levo-alphacetylmethadol

Levomethorphan
Levorphanol

Meperidine

Meperidine intermediate-A
Meperidine intermediate-B
Meperidine intermediate-C
Metazocine

Methadone

Methadone intermediate

Methamphetamine

Methylphenidate
Metopon
Moramide-intermediate

Morphine

Nabilone

Opium extracts
Opium fluid extract
Opium poppy
Opium tincture
Opium, granulated
Opium, Powdered
Opium, raw

Oxycodone

Oxymorphone
Pentabarbital
Phenazocine

Phencyclidine
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CSA sch.

11

11
11
11
11
11
11
1I
II
11

II
11
11
11
11
11
11
11
11
11

11
11
11
11

11
11
II
11
11
II
11
11
11

11
1II
11
11

Synonyms

Marinol, synthetic THC in sesame
oil/soft gelatine

Cocaine precursor, in coca leaves
Dionin

M 99

Innovar, Sublimazw, Duragesic
Doriden, Dorimide

Hycodan, dihydrocodeinone
Dilaudid, dihydromorphinone
Isoamidone

LAAM, long acting methadone,

levomathadyl acetate

Levo-Dromoran

Demerol, Mepergan, pethidine
Meperidine precursor
Meperdine precursor

Meperidine precursor

Dolophine, Methadose, Amidone
Methadone precursor

Desoxyn, D-desoxyephedrine, ICE,
Crank, Speed

Ritalin

MS Contin, Roxanol, Duramorph,
RMS, MSIR

Cesamet

Papaver somniferum
Laudanum

Granualted opium
Powdered opium

Raw opium, gum opium
Percodan, Percocet, Tylox,
Roxicodone, Roxicet
Numorphan

Nembutal

Narphen, Prinadol

PCP, Sernylan



Drug name

Phenmetrazine

Phenylacetone

Piminodine

Poppy straw

Poppy straw concentrate
Racemethorphan

Racemorphan

Secobarbital

Sufentanil

Thebaine

Amobarbital and noncontrolled active ingredients
Amobarbital suppository dosage form
Anabolic steroids

Aprobarbital

Barbituric acid derivative
Benzphetamine

Boldenone

Butabarbital
Butalbital
Chlorhexadol

Chlorotestosterone (same as clostebol)

Chlorphentermine

Clortermine
Clostebol

Codeine and isoquinoline alkaloid 90 mg/du

Codeine combination product 90 mg/du

Dehydrochlormethyltestotsterone
Dihydrocodeine combination product 90 mg/du
Dihydrotestosterone (same as stanolone)
Drostanolone

Ethylestrenol
Ethylmorphine comgination product 15 mg/du

Fluoxymesterone

Formebolone (incorrect spelling in law)
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CSA sch.

11
I

11
IT
11
11
1II
1II
11
1I
111
III
111
111
III
111
111

11T
IIT
111

111
111

111
11T

111

111

111
111
111
111
11T

111
111
111

Synonyms

Preludin
P2P, phenyl-2-propanone benzyl

methyl ketone

Opium poppy capsules, poppy heads
Concentrate of poppy straw, CPS

Dromoran

Seconel, Tuinal

Sufenta

Precursor of many narcotics

Amobarbital /ephedrine capsules

“Body Building” drugs

Alurate

Barbiturates not specifically listed
Didrex, Inapetyl

Equipoise, Parenebol, Vebonol,
dehydrotestosterone

Butisol, Butibel

Fiorinal, Butalbital with aspirin
Mechloral, Mecoral, Medodorm,
Chloralodol

If 4-chlorotestosterone then clostebol
Pre-Sate, Lucofen, Apsedon,
Desopimon

Voranil

Alfa-Trofodermin, Clostene,
4-chlorotestosterone

Codeine with papaverine or
noscapine

Empriin, Fiorinal, Tylenol, ASA or
APAP w/codeine

Oral-Turinabol

Synalgos-DC, Compal

See stanolone

Drolban, Masterid, Permastril
Maxibolin, Orabolin, Durabolin O,

Duraboral

Anadroid-F, Halotestin, Ora-Testryl

Eaiclene, Hubernol



Drug name CSA sch. Synonyms

Hydrocodone and isoquinoline alkaloid III Dihydrocodeinone+papaverine or
15 mg/du noscapine
Hydrocodone combination product 15 mg/du 111 Tussionex, Tussend, Lortab, Vicodin,

Anexsia and many more

Lysergic acid 111 LSD prcursor

Lysergic acid amide III LSD prcursor

Mesteroline 111 Proviron

Methandienone (see Methandrostenolone) III

Methandranone II1 !Incorrect spelling of
methandienone?

Methandriol 111 Sinasex, Stenediol, Troformone

Methandrostenolone 111 Dianabol, Methabolina, Nerobol,
Parbolin

Methenolone 111 Primobolan, Primobolan Depot,

Primobolan S

Methyltestosterone 11 Android, Oreton, Testred, Virilon

Methyprylon 111 Noludar

Mibolerone 111 Cheque

Morphine comgination product/ 111

50 mg/100 ml or gm

Nalorphine 11 Nalline

Nandrolonoe 111 Deca-Durabolin, Durabolin,
Durabolin-50

Norethandrolone 111 Nilavar, Solevar

Opium combination product 25 mg/du II1 Paegoric, other combination products

Oxandrolone 111 Anavar, Lonavar, Provitar, Vasorome

Oxymesterone 111 Anamidol, Balnimax, Oranabol,
Oranabol 10

Oxymetholone III Anadrol-50, Adroyd, Anapolon,
Anasteron, Pardroyd

Pentobarbital and noncontrolled active ingredients III FP-3

Pentobarbital suppositry dosage form III WANS

Phendimetrazine 111 Plegine, Prelu-2, Bontril, Melfiat,
Statobex

Secobarbital and noncontrolled active ingredients  III Various

Secobarbital suppository dosage form III Various

Stanolone 111 Anabolex, Andractim, Pesomax,
Dihydrotestosterone

Stanozolol 111 Winstrol, Winstrol-V

Stimulant compunds previously excepted III Mediatric

Sulfondiethylmethane III

Sulfonethylmethane 11
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Drug name
Sulfonmethnae
Talbutal
Testalactone

Testosterone
Dalatestryl

Thiamylal
Thiopental

Tiletamine and zolazepam combination product

Trnbolone
Vinbarbital
Alprazolam
Barbital
Bromazepam
Camazepam
Cathine

Chloral betaine
Chloral hydrate
Chlordiazepoxide

Clobazam
Clonazepam
Clorazepate
Clotiazepam
Cloxazolam
Delorazepam

Dextropropoxyphene Dosage Forms

Diazepam
Diethylpropion
Difenoxin 1 mg/25 ug ATS04/du

Estazolam

Ethchlorvynol
Ethinamate
Ethyl loflazepate
Fencamfamin
Fenfluramine
Fenproporex
Fludiazepam

Flunitrazepam

Flurazepam
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CSA sch.
111
111
111
111

111
11T
111
111
111
v
v
v
v
v
v
v
v

v
v
v

v
v
v
v

v
v
v
v

1Y
v
v
v
v
v
v
v

Synonyms

Lotusate
Teslac
Android-T, Adrolan, Depotest,

Surital

Pentothal

Telazol

Finaplix-S, Finajet, Parabolan
Delvinal, Vinbarbitone

Xanax

Veronal, Plexaonla, Barbitone
Lexotan, Lexatin, Lexotanil
Albego, Limpidon, Paxor
Constituent of “Khat” plat
Beta Chlor

Noctac

Librium, Libritabs, Lombitrol,
SK-Lygen

Urbadan, Urbanyl

Klonopin, Clonopin
Tranxane

Trecalmo, Rizo

Enadal, Sepazon, Tolestan

Darvon, Propoxyphene, Darvocet,
Dolene, Propacet

Valium, Valrelease

Tenuate, Tepanil

Motofen

ProSom, Domnamid, Eurdin,
Nuctalon

Placidyl

Valmid, Valamin

Reactivan
Pondimin, Ponderal

Gacilin, Solvolip

Rohypnol, Narcozep, Darkene,
Roipnol

Dalmane



Drug name
Halazepam
Haloxazolam
Ketazolam
Lorpazolam
Lorazepam
Lormetazepam
Mazindol
Mebutamate
Medazepam

Mefenorex

Meprobamate

Methohexital

Methylphenobarbital (mephobarbital)
Midazolam

Nimetazepam

Nitrazepam

Nordiazepam

Oxazepam

Oxazolam

Paraldehyde

Pemoline

Pentazocine

Petrichloral
Phenobarbital

Phentermine

Pinazepam
Pipradrol
Prazepam
Quazepam
SPA

Temazepam

Tetrazepam

Triazolam

Zolpidem

Buprenorphine

Codeine preparations — 200 mg,/100 ml or
100 gm
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CSA sch.
v
v
v
v
v
v
v
v
v
v

v

v
v
v
v
v
v
v
v
v
v
v

v
v
v

v
v
v
v
v

v
v
v
v
\%
\%

Synonyms

Pexipam

Anxon, Loftran, Solatran, Contamex

Ativan

Noctamid

Sanorex, Mazanor

Capla

Nobrium

Ancorexic, Amaxate, Doracil,
Pondinil

Miltown, Equanil, Deprol,
Equagesic, Meprospan

Brevital

Mebaral, Mephobarbital

Versed

Erimin

Mogadon

Nordazepam, Demadar, Madar
Serax, Serenid-D

Erenal, Convertal

Paral

Cylert

Talwin, Talwin NX, Talacen, Talwin
Compound

Pentaerythritol, Chloral, Periclor
Luminal, Donnatal, Bellergal-S
Tonamin, Fastin, Adipex-P, Obe-NIX,
Zantryl

Domar

Detaril, Stimolag Fortis

Centrax

Doral, Dormalin
1-Dimethylamino-1,2diphenylethane,
lefetamine

Restoril

Halcion

Ambien

Buprenex, Temgesic

Cosanyl, Robitussin A-C, Cheracol,

Cerose, Pediacof



Drug name CSA sch.

Difenoxin preparations — \Y
0.5 mg/25 ug ATS04/du

Dihydrocodeine preparations — \%
10 mg,/200 ml or 100 gm

Diphenoxylate preparations — A%
2.5 mg/25 ug ATS04

Ethylmorphine preparations — \%
100 mg,/100 ml or 100 gm

Opium preparations — \Y
100 mg,/100 ml or 100 gm

Pyrovalerone A%

Synonyms

Motofen

Cophene-S, various others

Lomotil, Logen

Parepectolin, Kapectolin PG, Kaolin
Pectin P.G.

Centroton, Thymergix

The author gratefully acknowledges the assistance of Dr. Judy Lawrence, Pharmacologist, DEA office of Diversion
Control, for profiding the information utilized in compiling this listing of controlled substances.
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In a very broad sense, the pathology of drug abuse is determined by the particular drug abused,
how it is used and administered, its toxic effects, and the behavioral modifications it causes. To
be comprehensive, therefore, one would include physical injuries from drunk driving and
hallucinogenic drugs, a variety of communicable diseases such as viral hepatitis and AIDS from
needle sharing, and indirect complications of addiction (homicide, prostitution, child abuse
and neglect, etc.). However, this section will devote itself to the pathological changes resulting
from the pharmacologic effects of various drugs that are abused, and from the ways that these
drugs are administered. In short, what one would likely encounter at the autopsy table.

A large volume of literature on drug abuse and its pathology has amassed over the past
three or four decades, much of which has been recently collected into excellent comprehensive
treatises.l? Instead of repeating these accomplishments, this chapter will focus on issues of
pathology not adequately covered in other references, and concentrate on emerging concepts
and newly discovered phenomena. Accordingly, emphasis is placed on death scene investiga-
tion, evaluation of the drug abuse victim (living or deceased), and cardiovascular pathology.
In many instances the authors have relied on their own academic and investigative experiences
to provide a practical approach to evaluating these drug abuse victims.

Much of what is known about the pathology of drug abuse has been derived from
thorough and carefully performed autopsies. It should therefore be expected that much of this
section deals with the autopsy and is therefore of particular interest to the pathologist.
However, far from this being an academic exercise, it is hoped that the reader will discern
applications to clinical situations. This, in fact, has been accomplished over the years as
clinicians have better appreciated the pathophysiology of diseases resulting from drug abuse.
What is lacking currently, however, is the proper toxicologic evaluation of the drug abuse
victim at the time of admission to a hospital. Except for ethanol, reliance is too often made on
a urine drug screen. Blood specimens for toxicologic testing, if obtained at all, are too often
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quantitatively insufficient or qualitatively inadequate due to lack of proper preservation. Should
death occur, for whatever reason, days or weeks later, it is often impossible to adequately
evaluate the victim toxicologically. In many instances (e.g., delayed deaths from cocaine-
induced psychosis), this leads to deleterious speculation about who may be responsible for the
death (e.g., police action or inaction) and forms the nidus of lawsuits. Conversely, adequate
analysis at the beginning may readily eliminate much needless speculation, and absolve or
implicate culpability on the part of others.

Although such evaluations are ideal, the goal is not likely in the immediate future with an
environment of cost containment and a medical focus that best describes a patient as a problem
of “here and now”. This leaves little consideration for events or questions which may arise in
the future regarding adequacy of patient care, or subsequent questions posed by future
investigators, including medical examiners, police, and attorneys.?
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2.1 PRELIMINARY OBSERVATIONS

2.1.1 INVESTIGATING THE SCENE OF DEATH

Paramount to any investigation, evaluation, or inquiry is the knowledge of terminal events and
pre-terminal characteristics of the victim. In most hospital deaths, this is readily provided by
the medical record. In the world of forensic pathology, such history is often lacking, and
reliance must be placed on an open mind with a conscious realization that drug abuse may have
had a significant contribution to a person’s death regardless of initial impressions. Infectious
diseases such as hepatitis or endocarditis may be the result of intravenous drug abuse; cocaine
may trigger convulsions or precipitate hypertensive crises and myocardial ischemia; CNS
depressants may lead to positional asphyxia, etc.

There must also be an awareness that people with natural disease may, intentionally or not,
abuse drugs which may exacerbate their underlying disease process and significantly contribute
to their death. Drugs create pathological states, with or without death, by their immediate
pharmacologic effects, the way in which the drug is taken, by the cumulative effects of chronic
abuse, and by interaction with pre-existing pathologic conditions.!? Therefore, what once
could have been discussed as a complication of hypertension (e.g., spontaneous aortic dissec-
tion) must now be evaluated as a possible effect of acute and chronic cocaine abuse.?*

As noted previously, every death scene must be aproached with a conscious effort to
evaluate the role of drugs and alcohol regardless of the apparent cause or manner of death. The
scene investigator must therefore be ever cognizant of two possibilities: (1) because a person
has a disease does not necessarily mean it is the cause of death; and (2) the scene of a drug
overdose is frequently cleaned before investigators are even called. Consequently, it is impor-
tant to evaluate all medication containers at the death scene, noting the identity of the drug
and its purpose, the instructions for usage, and the number of pills remaining. Such a
preliminary inventory (followed later by a more complete inventory and drug confirmation)
often leads to a suspicion for drug overdose. However, since others may well have previously
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Figure 2.1.2.1 Packets of drugs.

tampered with the scene, a search should be made for containers that may be concealed such
as in waste baskets, beneath the bed, in a purse, etc.

All medication and medication containers should be confiscated for a more complete
inventory and possible toxicologic evaluation.? Likewise, all drug paraphernalia must be
removed from the premises. Recognizing such paraphernalia requires that the investigator be
aware of what illicit drugs prevail in a particular community and how they are used. Thus, a
small spoon attached to the cap of a small vial, a gold- plated razor with a mirror, and a soda
can with holes punched in the sides are all paraphernalia of cocaine abuse. Packets of drugs
(often with a crude logo) (Figure 2.1.2.1) and used syringes are particularly important because
these items may be the only way to determine the type of drug being abused, its purity, and
its excipients. This is especially true for “designer drugs” which may be many thousand times
more potent than heroin and therefore difficult to detect on routine toxicologic analysis of
biological specimens.

Besides actual drug containers and paraphernalia, observation should be made which might
reflect orientation toward a drug subculture: certain tattoos, evidence of gang affiliation
(clothes, hair style, etc.), magazines, posters of drug-oriented music groups, etc. Periodicals
and books of right-to-die organizations such as the Hemlock Society and its members should
suggest the possibility of suicide or assisted suicide. This literature provides specific instructions
about using drugs and plastic bags to commit suicide, and gives suggestions about avoiding (or
cooperating) with a medical examiner’s investigation.>¢

Following scrutiny of the environment, attention should turn to the victim. The exact
position of the body when it was found? is of particular importance to establish the possibility
of postural or positional asphyxia.” This is a situation where a person collapses in a position such
that the airway (nose, mouth) is partially or completely obstructed. Because of the anesthetic
effect of the drugs (with or without alcohol), the victim does not move to create an unob-
structed airway, and death results from mechanical asphyxia. If the airway obstruction is partial,
it may take some hours for death to actually occur from respiratory acidosis and carbon dioxide
retention. During this time, the drugs and alcohol continue to be metabolized and eliminated
in urine, sweat, or breath. Toxicologic analysis will then reveal a low level of drugs and, if the
likelihood of positional asphyxia cannot be established, the cause of death may be a conun-
drum. At the scene of death it is important to interview the person who first discovered the
body and ask specific questions to ascertain whether the airway could have been obstructed.

Examination of the victim at the scene should include a careful inspection of the hands and
mouth for drug residue or pills, palpation for hyperthermia (or, better, a direct measurement
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with a plastic indicator strip or rectal thermometer) which could suggest death from a stimulant
drug, tattoos which could suggest a drug culture, and fine parallel scars of the wrists or neck
suggestive of a prior suicide attempt. A nearby plastic bag, particularly in the death of an elderly
person with a chronic disease, suggests a death from the combination of asphyxia and drug
overdose to terminate prolonged suffering (a method advocated by right-to-die organizations).

A fairly common mistake of some scene investigators is failure to turn the body over (which
may reveal previously hidden drugs or drug paraphernalia), and failure to adequately examine
the clothing. Pockets must be turned out or cut open, and underwear searched because they
may contain packets or residue of drugs. Two death scenes have sufficient characteristics to
suggest specific syndromes of cocaine abuse: cocaine-induced excited delirium and the cocaine
body packer.

2.1.1.1 Excited Delirium

Excited delirium is a medical emergency with a psychiatric presentation.® The etiology may be
infectious or pharmacologic and today it is most often seen with the abuse of cocaine or
amphetamines. A similar syndrome of acute exhaustive mania may be seen wth psychiatric
patients or schizophrenics who have been treated with neuroleptic medication. Clinical and
neuropharmacologic studies have linked the neuroleptic malignant syndrome and drug-in-
duced excited delirium to disturbances of dopamine release and transport in the striatum of the
central nervous system.’

The syndrome is characterized by bizarre and violent behavior, hyperthermia, and tremen-
dous, unexpected, strength. It usually takes several people to restrain the victim who is
otherwise likely to injure themselves or others. Shortly after being restrained, the victim
suddenly collapses and dies, often in police custody. If CPR is successful, there is still a potential
for death in a few days from myoglobinuric nephrosis secondary to massive rhabdomyolysis.!%!!
The violence is often associated with extensive property damage, inappropriate disrobing, and
varying injuries incurred from smashing glass or the struggle with law enforcement personnel.
The injuries may, of themselves, be lethal and hence require careful evaluation and documen-
tation. With cocaine-induced excited delirium, blood and brain concentrations of cocaine are
typically quite low whereas concentrations of benzoylecognine are relatively high.!2.13

The “typical” scenario is most often that of a male who has been in a violent struggle, who
may be naked and with usually minor injuries sustained in a struggle with police. The most
common injuries are those involving the ankles or wrists from fighting against handcuffs or
hobble restraints. Scalp and neck injuries may also be seen, and require careful evaluation to
exclude a traumatic death. Body temperatures of 104°F or more are common, and there is
usually evidence of extensive property damage, especially smashed glass.

2.1.1.2 Body Packers

Body packers are individuals who swallow packets of drugs in one country and transport them
to another, and subsequently retrieve the packets by the use of laxatives.!* Occasionally, larger
packets may be inserted in the vagina or rectum. The most popular drug smuggled by this
method into the U.S. in the past two decades has been cocaine. More recently, a number of
heroin body packers have been reported.!® The amount smuggled may total nearly a kilogram
of the drug. Death may occur from a pharmacologic overdose if a drug packet breaks or leaks,
or if water should cross a semipermeable membrane (e.g., a condom used as a drug packet) and
allow the drug to dialyze into the gastrotintestinal lumen to be absorbed rapidly into the blood.
Intestinal obstruction is another potentially fatal complication.

Cocaine body packers may collapse or have fatal grand mal seizures aboard an airplane or
in the airport, or may be found dead in a hotel room. Evidence in the hotel room death scene
usually consists of passports, foreign currency or airplane tickets indicating recent arrival from
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a drug supplying country (e.g., Colombia), hyperthermia (high body temperature, wet towels,
or other evidence suggesting attempts at cooling), seizure activity (usually bite marks of the
lower lip or tongue), presence of laxatives or enemas and, sometimes, drug packets hidden in
a closet or suitcase. Heroin body packers do not have evidence of hyperthermia or of seizure
activity, but often have a massive amount of white frothy pulmonary edema fluid about the
nose and mouth. Also, the bodies of heroin body packers are more likely to be dumped
alongside a roadway, and accomplices may have attempted to remove the packets via a crude
post-mortem laparotomy.!®

The drug packets have been fashioned from balloons, condoms, and other materials. Most
commonly, however, the drug is compressed into a cylinder about 1/2 in. in diameter and 1
in. long, wrapped in plastic and heat sealed, and wrapped again in several layers of latex (e.g.,
fingers of latex gloves). The ends are tied and sometimes the packet is dipped in wax. The drug
packets are visible radiographically, and they may be accentuated by a halo of radiolucency as
gas seeps between the layers of wrapping material !¢

2.1.2 GENERAL AUTOPSY CONSIDERATIONS

External examination in cases of oral drug abuse (i.e., pills or liquid medications) is generally
not rewarding unless actual medication or medication residue is observed in the mouth or on
the hands. However, as noted earlier, multiple parallel scars on the wrists or neck suggest prior
suicide attempts and a subsequent suicidal drug overdose. Bite marks (contusions and lacera-
tions) of the tongue and lower lip should be specifically sought because these frequently
accompany terminal convulsions which may be the result of cocaine or tricyclic antidepressant
toxicity.

The prevalence of cocaine requires careful inspection of the nasal septum (preferably with
a nasal speculum) to detect inflammation, necrosis, or perforation (Figure 2.1.2.2 a and b)
from the chronic nasal insufflation (snorting) of cocaine hydrochloride. Also, it should be
noted that crystals of cocaine may occasionally be observed in the nasal hairs or attached to the
bristles of a mustache.

Stigmata of intravenous drug abuse are, naturally, the identification of fresh, recent, and
old injection sites (Figure 2.1.2.3). Sometimes these may not be evident if the user makes a
conscious attempt to conceal such marks by using very small gauge needles, rotating injection
sites, and by injecting in areas normally concealed even by warm weather clothing. This is
especially likely to occur among those in the health professions or in occupations where
inspections are frequent (e.g., police, military personnel). These abusers may inject into the
ankle or foot, beneath a watch band, in the axillary region or even directly through the
abdominal wall and into the peritoneal cavity. If the suspicion is high, “blind” incisions into
these areas as well as more likely areas (e.g., antecubital fossae) may reveal extravasated blood
in the subcutaneous tissue and around a vein, which is typical for a fresh or recent injection
(Figure 2.1.2.4). Mostly, however, fresh and recent injection sites appear as small subcutaneous
ecchymoses surrounding a cutaneous puncture. With cocaine, the needle puncture may be
surrounded by a clear halo which in turn is surrounded by an extensive ecchymosis; recent
injection sites appear as poorly demarcated ecchymoses. Intravenous cocaine users may have
little or no perivenous scarring even after years of intravenous injections.*

Repeated intravenous injections of narcotics generally leave characteristic hyperpigmented
or hypopigmented zones of perivenous scarring commonly referred to as “tracks”. These arise
because narcotic addicts frequently mix heroin with oral medication containing starch or talc
fillers.! These act like myriads of microscopic splinters to elicit inflammatory (particularly
granulomatous) reactions which eventually form scar tissue. This process, plus venous throm-
bosis, may eventually occlude the vein. Externally, these tracks appear as irregular subcutaneous
“ropes” that follow the veins of the hands and forearms.
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Figure 2.1.2.2 Inspection of the nasal septum.

Figure 2.1.2.3 Stigmata of intravenous drug abuse are the identification of injection sites.

Round atrophic scars clustered predominantly on the arms and legs are frequently seen in
intravenous drug abusers,* particularly cocaine abusers. These may represent healed abscesses
or healed ischemic ulcers due to the vasoconstrictive effect of cocaine (which is also directly
toxic to capillary endothelium). More rarely encountered are dramatic instances of necrotizing
fasciitis (Figure 2.1.2.5) whch may involve an entire extremity and be accompanied by a severe
lymphedema, multiple surrounding ovoid scars, and cellulitis. In extreme cases, auto-amputa-
tion of the extremity may occur. The etiology of the fasciitis and the lymphedema is unknown.

Internally, some drugs (e.g., alcohol, ethchlorvynol) may impart a characteristic odor, and
some medications contain dyes that may impart a red, green, or blue discoloration to the
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Figure 2.1.2.4 "Blind" incision reveals extravasated blood in
the subcutaneous tissue and around a vein. This is typical for
a fresh or recent injection.

gastrointestinal tract. Iz situ changes typical of intrave-
nous narcotic abuse include hepatosplenomegaly, en-
largement of lymph nodes about the celiac axis and /or
porta hepatis, and fecal impaction (from the pharma-
cologic property of opiates that inhibits intestinal
motility).

Toxicologic analysis requires specimens to be ob-
tained for drug screening, confirmation, and
quantitation as well as tissue distribution and evalua-
tion of drug metabolites. Thus, samples for alcohol
determination should be obtained from peripheral blood
(e.g., femoral vein), vitreous fluid, and central blood
(e.g., aorta or pulmonary trunk); brain alcohol deter-
minations are often useful as well. Urine is ideal for
qualitative drug screening. Drugs such as tricyclic an-
tidepressants and propoxyphene are best evaluated by
analyzing liver for concentrations of the parent drug
and its major metabolites.

This is also important for drugs that give spuriously elevated levels in postmortem blood
because of leaching from tissue (tricyclic antidepressants and digitalis are particularly well
known to leach from tissues and cause spurious increases in postmortem blood samples). Other
drugs, such as cocaine, not only readily hydrolyze in the postmortem state but may leach from
tissues as well, rendering interpretation of postmortem drug concentrations in blood even
more difficult. For cocaine, the brain is the best substance for toxicologic analysis. For routine
toxicologic evaluation, samples from the following sites are recommended: peripheral (femo-
ral) blood, blood from aorta and pulmonary trunk, vitreous fluid, bile, liver, brain, and gastric
content. In addition, one sample of blood should be centrifuged for postmortem serum
(preserved by freezing) and one preserved with sodium fluoride and refrigerated for long term
storage. Injection sites, the contents of the entire small intestine, hair, and other samples should
be obtained as the case dictates.

Figure 2.1.2.5 Necrotizing fasciitis.
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2.2 DISEASES OF THE HEART

2.2.1 TECHNIQUES FOR EXAMINATION OF THE HEART*
ReNu VIRMANI, M.D., ALLEN P. Burke, M.D., AND ANDREW FARB, M.D.

DePARTMENT OF CARDIOVASCULAR PATHOLOGY,
ARMED Forces INsTiTute oF PATHOLOGY, WASHINGTON, D.C.

This chapter is written with the forensic pathologist in mind as often he has to autopsy a large
number of cases in a single day and therefore does not have the luxury of time. It is of utmost
importance that the heart be examined carefully and methodically in order to obtain maximal
information to establish the cause of death. The most common method of examination of the
heart has been the opening of each of the four chambers according to the direction of the flow
of blood.1?

Briefly, the right atrium is opened from the inferior vena cave to the tip of the atrial
appendage; the right ventricle is opened along its lateral border through the tricuspid valve and
annulus to the apex of the right ventricle with extension to the pulmonary outflow tract close
to the ventricular septum. The left atrium is opened by cutting across the roof of the atrium
between the left and right pulmonary veins; and the left ventricle is opened laterally between
the anterior and posterior papillary muscles to the apex and then cut along the anterior wall
adjacent to the ventricular septum through the aortic outflow tract. The classic method is a
logical approach for congenital heart disease, in which preservation of the landmarks is useful.
However, it is not optimal for evaluation of myocardial infarction, acute or healed, and for
infiltrative diseases and cardiomyopathies, because it does not readily allow for the assessment
of ventricular cavity diameter and ventricular septal thickness. This chapter is especially directed
towards the practice of forensic pathology, and outlines optimal methods for sectioning the
heart in ischemic heart disease, valvular heart disease, and cardiomyopathy.

2.2.1.1 Removal of the Heart

The examination of the adult heart begins after the anterior chest plate has been removed. A
longitudinal cut through the anterior aspect of the pericardial sac is made. The amount of
pericardial fluid is measured, and its character is noted. The surface of the visceral as well as
parietal pericardium is also examined for exudates, adhesions, tumor nodules, or other lesions.
A short longitudinal incision 2 cm above the pulmonary valve will enable a check for
thromboemboli in the main pulmonary trunk #z sits. The heart is removed by cutting the
inferior vena cava just above the diaphragm and lifting the heart by the apex, reflecting it
anteriorly and cephalad to facilitate exposure of the pulmonary veins at their pericardial
reflection. After it is confirmed that the pulmonary veins enter normally into the left atrium,
the pulmonary veins are cut. The aorta and the pulmonary trunk, the last remaining connec-

* Reproduced in part and modified from Virmani R., Ursell, P.C., and Fenoglio, J.J. Jr., Examination of the heart, Human
Pathology, 18:432,1987, and Virmani. R., Ursell, P.C., and Fenoglio, J.J. Jr., Examination of the heart, in Cardiovascular
Pathology, Virmani, R., Atkinson, J.B., and Fenoglio, J.J. Jr., Eds., W.B. Saunders, Philadelphia 1991, pp 1-20.

The opinions or assertions contained herein are the private views of the authors and are not to be construed as official
or as reflecting the views of the Department of the Army or Navy or the Department of Defense.
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Figure 2.2.1.1 Diagram showing the method used for perfusion fixation of the heart. The constant head
chamber is placed 135 cm above the perfusion chamber, and is connected via polyethylene tubing to
the ascending aorta through the Lucite plug. The excess formaldehyde is suctioned back into the
constant head chamber via a pump. Both chambers are covered in order to reduce formalin vapors.
(Courtesy |. Frederick Cornhill, D. Phil.)

tions, are cut transversely 2 cm above the semilunar valves. Following removal of the heart from
the pericardial cavity and before weighing the specimen, postmortem blood clots should be
removed manually and gently by flushing the heart with water from the left and right atria.

2.2.1.2 Examination of Coronary Arteries

The ideal method of examining the coronary arterial tree requires injecting the coronary
arteries with a barium-gelatin mixture and studying the vessels in radiographs.?* This method
is tedious and time consuming, and most medical examiners are not provided with a large staft
who have knowledge of basic anatomic landmarks. It is therefore recommended that, instead
of barium-gelatin coronary injections, the heart be perfusion fixed with 10% buffered formal-
dehyde retrograde from the ascending aorta at 100 mm Hg pressure (Figure 2.2.1.1) for at
least 1 h.

A specially constructed Lucite plug or a rubber stopper with a central tubing is inserted
into the aorta, taking care that the Lucite /rubber plug does not touch the aortic valve. The
Lucite plug is attached to tubing that is connected to the perfusion chamber.® The latter is
placed 135 cm above the specimen, and this provides gravity perfusion pressure that is
equivalent to 100 mm Hg. As a result, the coronary arteries are fixed in a distended state that
approximates the dimensions observed in living patients. Myocardial fixation is also affected,
but cardiac chambers are not fixed in a distended state.
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Figure 2.2.1.2A Diagram of the right and left epicardial
coronary arteries as they arise from the aorta. The four
major arteries that must be described in detail are right
(RCA), left main (LM), left anterior descending coronary
(LAD), and the left circumflex (LC) coronary arteries.
Not uncommonly severe coronary (>75% cross-sectional
area luminal narrowing) artery disease may effect the
smaller branches (IB = intermediate or also called ramus
branch, LD = left diagonal, LOM= left obtuse marginal,
PDA = posterior descending artery, and RMB = right
marginal branch).

This method is fairly simple, does not require
sophisticated equipment in order to achieve good
fixation, and the heart can be cut immediately
after perfusion fixation. If perfusion fixation is impractical, the heart should be fixed for 24 h
in 10% formaldehyde (10 parts of formaldehyde to 1 part of specimen) before cutting.
Radiography of the heart is recommended in order to determine the extent of coronary and
valvular calcification but is not essential; if coronary arteries are heavily calcified, they need to
be decalcified prior to cutting at 3 to 4 mm intervals.

The vessels that must be examined in all hearts include the four major epicardial coronary
arteries: the left main, the left anterior descending, the left circumflex, and the right coronary
arteries. However, it is not unusual to see severe luminal narrowing in smaller branches of the
main coronary arteries; left diagonals, left obtuse marginal, ramus (intermediate) branch, and
the posterior descending coronary arteries (Figure 2.2.1.2A).

Following fixation and/or decalcification, the coronary arteries are cut transversely at 3 to
4 mm intervals with a sharp scalpel blade by a gentle sawing motion (not by firm pressure) to
confirm sites of narrowing and to evaluate the pathologic process (e.g., atherosclerotic plaques,
thrombi, dissections) directly. If the coronary arteries are heavily calcified, it is desirable to
remove the coronary arteries intact. Following dissection of the vessel from the epicardial
surface, each coronary artery is carefully trimmed of excess fat and the intact arterial tree is
placed in a container of formic acid for slow decalcification over 12 to 18 h.

Decalcification of isolated segments of vessel may be sufficient for cases in which the
coronary arteries are only focally calcified. The areas of maximal narrowing are noted by
specifying the degrees of reduction of the cross-sectional area of the lumen (e.g., 0 to 25%, 26
to 50%, 51 to 75%, 76 to 90%, 91 to 99%, and 100%). Most cardiologists agree that, in the
absence of other cardiac disease, significant or severe coronary artery narrowing is that
exceeding a 75% cross-sectional luminal narrowing. Particular attention should be paid to the
left main coronary artery because disease in this vessel is very important clinically but frequently
overlooked at autopsy.

Cross-sections from areas of maximal narrowing from each of the four major epicardial
coronary arteries or their branches are selected for histologic examination. Sections of all
coronary arteries containing thrombi are taken to aid in determining the type of underlying
plaque morphology, i.e., plaque rupture or plaque erosion (ulceration). The site of maximal
narrowing must be specified, i.¢., proximal, middle, or distal coronary involvement. This is of
great medicolegal importance in cases where the patient may have been inadequately examined
in the physicians office or emergency room or in the hospital following chest pain. It is the
location of the severe narrowing which determines if the patient is operable or not; presence
of distal disease signifies non-operability.
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Figure 2.2.1.3 Radiograph of epicardial coronary
arteries and saphenous vein bypass graft (arrows)
to left circumflex (LC) removed at autopsy. Note
focal calcification of the native arteries and absence
of calcification of the vein graft. A portion of the
left anterior coronary artery is surrounded by
myocardium (bridged or tunneled coronary artery).
Arteries are decalcified prior to sectioning and
embedding in paraffin. (From Virmani, R., Ursell,
P.C., and Fenoglio, J.J., Examination of the heart,
in Virmani, R., Atkinson, ].B., and Fenoglio, ].J.,
Eds., Cardiovascular Pathology, W.B. Saunders,
LAD ¥ Philadelphia, 1991, pp 1-20. With permission.)

2.2.1.3 Examination of Bypass Grafts

When removing the heart at autopsy, care
must be taken to avoid injury to the saphen-
ous vein bypass grafts. A longer segment of
the ascending aorta is left in continuity with
the heart to enable examination of vein grafts
from aortic orifice to distal anastomosis.
Twists, as well as excessive tautness between
aorta and distal anastomosis, are noted.” As in the native coronary arteries, the full extent of
the saphenous vein grafts is best visualized by barium-gelatin mixture followed by radiography.
It is best to inject all the vein grafts simultaneously and to obtain radiographs before injection
of the coronary arteries. This enables more detailed study of the native coronary arteries distal
to the graft as well as at the coronary graft anastomosis.

Measurements of lumen diameters may be made from the radiographs. In those cases in
which the internal mammary artery is anastomosed to the coronary system, the internal
mammary artery is injected from where it has been severed during removal of the heart. The
native coronary arteries are injected, fixed, and radiographed to evaluate the extent of disease
in the remainder of the coronary arterial tree. If, as mentioned previously, it is not feasible to
inject the heart with a barium-gelatin mixture, then the heart may be perfusion fixed with
formaldehyde from the aortic stump taking care that the graft orifices are below the Lucite plug
and the internal mammary artery should be ligated near the site of severance from the chest
wall.

The grafts and native arteries may then be removed from the heart, radiographed, and cut
at 3- to 4-mm intervals to determine the extent of luminal narrowing, the presence or absence
of thrombi, and /or the extent of atherosclerosis in vein grafts and coronary arteries.3!! In cases
where it is not possible to perfusion fix the heart, the heart may be immersion fixed in 10%
buffered formaldehyde overnight and dissection of the grafts and native vessels is carried out
the next morning. Prior to cutting the arteries and the grafts, it is useful to radiograph and
decalcify them when necessary (Figure 2.2.1.3).

When there are no lesions grossly identifiable, random sections of the entire length of the
grafts should be taken. Anastomotic sites are sectioned in different ways depending on whether
the connection is end to end or end to side (Figure 2.2.1.4). When reporting the findings in
the heart, it is important to mention each graft separately; including the location of the aortic
orifice, whether it is involved by atherosclerotic ulcerated lesion or not, and if present mention
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Figure 2.2.1.4 Diagram illustrating coronary artery bypass grafts that have end-to-side and side-to-side
anastomoses in two separate grafts (shaded area) to left anterior descending and right coronary arteries,
respectively. The figure illustrates the method used for sectioning of anastomotic site with end-to-side
and side-to-side anastomoses to demonstrate if any of the three mechanisms for obstruction in the
anastomotic site are present (i.e., compression or loss of arterial lumen, which may occur if the majority
of the arterial wall has been used for anastomosis; thrombosis at the site of anastomosis; and dissection
of the native coronary—artery at the site of anastomosis) and if the coronary artery has severe narrowing
at the site of anastomosis due to severe atherosclerotic change. (Modified from Bulkley, B.H. and
Hutchins, G.M., Pathology of coronary artery bypass graft surgery, Arch. Patrol., 102:273, 1978. From
Virmani, R., Ursell, P.C., and Fenoglio, ].J., Examination of the heart, in Virmani, R., Atkinson, ].B., and
Fenoglio, ].J., Eds., Cardiovascular Pathology, W.B. Saunders, Philadelphia, 1991, pp 1-20. With
permission.)

if atheroemboli could have embolized and may be the source of the infarct noted in the heart.
Describe the course of the graft and which native coronary vessel to which it is distally
anastomosed. Give the size of the native vessel, i.e., less than or greater than 1 mm diameter;
vessels less than 1 mm in diameter usually do not carry enough blood to meet the demands
of the myocardium. Also, determine if there is severe distal disease present in the grafted vessel.

2.2.1.4. Examination of the Myocardium in Ischemic Heart Disease

In the presence or absence of acute or healed myocardial infarction, the myocardium is best
examined by slicing the ventricles in a manner similar to a loaf of bread. To evaluate the
specimen, a series of short-axis cuts are made through the ventricles from apex to base (Figure
2.2.1.5A). This method is best accomplished using a long, sharp knife on the intact fixed
specimen following examination of the coronary arteries. With the anterior aspect of the heart
downward (against the cutting board), the cuts are made parallel to the posterior atrioventricu-
lar sulcus at 1- to 1.5-cm intervals from the apex of the heart to a point approximately 2 cm
caudal to the sulcus or up to the mid-portion of the papillary muscles of the left ventricle.
The result is a series of cross-sections through the ventricles, including papillary muscles
with the atrioventricular valve apparatus left intact in the remainder of the specimen. The
location and extent of the infarct is noted. Locations may be stated using terms relating to the
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Figure 2.2.1.5 The location and extent of myocardial infarction must be indicated by the size, that is,
how much of the base to apex is infarcted: basal one third, and/or middle one third, and/or apical one
third or more than one third from base to apex. The diagram in (A) shows a long axis view of the heart
with regional nomenclature. (B) The location of the myocardial infarction in the left ventricle must also
indicate the wall in which the infarction occurred: anterior, posterior, lateral, septal, or any combination
of these. This diagram illustrates a short-axis view through the basal, middle, and apical portions of the
right and left ventricles. (Ao = aorta; Ant = anterior; ALPM = anterolateral papillary muscle; AML =
anterior mitral leaflet; Inf = inferior; LA = left atrium; LV = left ventricle; Mid = middle; PML = posterior
mitral leaflet; PMPM = posteromedial papillary muscle; Post = posterior; RV = right ventricle; VS =
ventricular septum) (Modified from Edwards, W.D., Tajik, A.J., and Seward, ].B., Standardized
nomenclature and anatomic basis for regional tomographic analysis of the heart, Mayo Clin. Proc.,
56:479, 1981. From Virmani, R., Ursell, P.C., and Fenoglio, ].J., Examination of the heart, in Virmani, R.,
Atkinson, ].B., and Fenoglio, ].J., Eds., Cardiovascular Pathology, W.B. Saunders, Philadelphia, 1991, pp
1-20. With permission.)

standard anatomic terms of reference (e.g., anteroseptal, posterolateral). The extent of infarc-
tion may be described in terms of circumference of the ventricle involved!?-!* and longitudinal
portion of the ventricle involved (e.g., basal third, middle third, apical third) (Figure 2.2.1.5
A and B).

The distribution within the wall is also described (e.g., transmural or subendocardial;
transmural when the infarct extends from the endocardium to the epicardium, and subendocar-
dial when <50% of the left ventricular wall is infarcted). The gross pathologic appearance of the
myocardium serves as a relatively good index as to the age of the infarct but must be confirmed
by histologic examination. Even if infarction cannot be identified grossly, it is important to
section the myocardium in the distribution of the severely diseased coronary arteries more
extensively.
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2.2.1.5 Examination of the Heart in Cardiomyopathy

The short-axis sectioning (bread loafing) method described above serves well for the exami-
nation of the cardiomyopathic heart. Cardiac hypertrophy and dilation may be demonstrated
quite effectively by this method. If the left ventricular cavity measures >4 cm, excluding the
papillary muscles, it is considered that the patient was in congestive heart failure prior to death
even if there is no history to corroborate the autopsy findings. Left ventricular hypertrophy is
said to be present if the LV wall measures >1.5 cm. On the other hand, if the left ventricular
wall measures <1.5 cm but the heart weight is increased and the left ventricular cavity is
enlarged, then there will be microscopic appreciation of myocyte hypertrophy.

Histologic examination of the myocardium is critical to determining the cause of the
cardiomyopathy. Thus, in addition to sections of tissue with obvious gross pathology, samples
of the walls of all four cardiac chambers, the septum, and papillary muscles should be taken.
In the past, the right ventricle has been relatively ignored, but because of the greater awareness
of right ventricular infarction and right ventricular dysplasia/cardiomyopathy, it should be a
routine to examine the right ventricle carefully. For establishing the diagnosis of right ventricu-
lar cardiomyopathy, the most helpful single observation to make is one of fibrosis or scarring
in the right ventricular wall with intermingling of fat; these lesions are most often seen in the
inflow region of the right ventricle on the posterior wall or in the anterior wall of the right
ventricular outflow tract. These lesions can be commonly appreciated grossly if a careful
examination of the heart is carried out.

The heart also may be cut in four chamber view by cutting the heart from the apex to base,
along the acute margin of the right ventricle and the obtuse margin of the left ventricle and
continuing the plane of section through the atria (Figure 2.2.1.6). This four chamber view is
best for evaluating the atrial and ventricular chamber size. In cases of hypertrophic cardiomy-
opathy, the heart should be cut in the long axis view of the left ventricular outflow tract. The
plane of dissection of the aortic valve leaflet is through the right coronary and the posterior
non-coronary leaflets, the anterior and the posterior mitral leaflets, the posterior and the
anterior left atrial wall, ventricular septum, posterolateral wall of LV and the anterior right
ventricular wall (Figure 2.2.1.7). Sections to determine the presence of fibromuscular disarray
are taken in the transverse plane, usually from the septal location with the largest dimension.

2.2.1.6 Examination of the Heart Valves

In the case of valvular heart disease, the valves are best studied intact. The atrial and ventricular
aspect of the atrioventricular valves and the ventricular and arterial aspects of the semilunar
valves are examined (Figure 2.2.1.8). Thus, the tricuspid valve is exposed by a lateral incision
through the right atrium from the superior vena cave to 2 cm above the valve annulus.
Similarly, the mitral valve may be studied following opening of the left atrium via an incision
extending from one of the left pulmonary veins to one of the right pulmonary veins and
another incision continuing through the atrium laterally to a point 2 cm above the annulus.
If a valve abnormality requires closer inspection, the atria, including the interatrial septum, may
be removed 1 to 2 cm above the atrioventricular valves (Figure 2.2.1.8A). The ventricular
aspects of the atrioventricular valves may be viewed following removal of the serial slices of
ventricle as described previously.

The semilunar valves are best studied after removal of the aorta (Figure 2.2.1.8C) and the
main pulmonary artery at a point just above the coronary ostia or valve annulus. In selected
cases, the valvular pathology may be best visualized using a four-chamber cut!'®-!” in the plane
including both the acute and obtuse margins of the heart (Figure 2.2.1.6). The aortic valve may
be demonstrated by a left ventricular long-axis cut passing from the apex through the outflow
tract, ventricular septum, anterior mitral valve leaflet, and aortic valve (Figure 2.2.1.7).
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Figure 2.2.1.6 (A) Diagram of the heart demonstrating the ultrasonic tomographic plane used for
obtaining the long axis view of the heart. This four-chamber view is best used for evaluating the atrial
and ventricular dimensions, intracavitary masses, ventricular and atrial septal defects, atrioventricular
valve abnormalities, ventricular aneurysms, and the drainage of pulmonary veins. (B) Diagram
demonstrating the four chamber view of the heart. This method involves sectioning the heart from apex
to base, along the acute margin of the right ventricle and the obtuse margin of the left ventricle and
continuing the plane of sectioning through the atria. The bisected specimen that is photographed
should match the ante mortem cardiac image. (C) Tomographic analysis of a heart from a 17-year-old
boy who developed progressive heart failure over the course of 8 months, showing four-chamber view
with biventricular hypertrophy, four-chamber dilatation, and apical right and left ventricular thrombus.
(RA = right atrium; LA = left atrium; VS = ventricular septum; TV = tricuspid valve; AML = anterior mitral
leaflet; PML = posterior mitral leaflet) (Modified from Tajik, A.L., Seward, 1., Hager, D.J., Muir, D.D., and
Lie, ].T., Two dimensional real-time ultrasonic imaging of the heart and great vessels: Technique, image
orientation, structure notification and validation, Mayo Clin. Proc., 53:271, 1978. From Virmani, R,
Ursell, P.C., and Fenoglio, ].J., Examination of the heart, in Virmani, R., Atkinson, ].B., and Fenoglio, ].J.,
Eds., Cardiovascular Pathology, W.B. Saunders, Philadelphia, 1991, pp 1-20. With permission.)

Measurement of the circumference of annuli, especially in valvular stenosis, is on the whole not
very useful. In ectasia of the aorta, it is indeed a must to measure the aortic annulus as the valve
will be normal in appearance but the annulus will be dilated. Examination of the heart valves
should document the type and severity of the valvular disease and its effect on the cardiac
chambers and this includes microscopic evaluation.

In cases in which histology of a valve may be helpful, the leaflets are sectioned together
with a portion of the adjacent chambers and /or vessel walls. For example, the posterior leaflet
of the mitral valve is sectioned including a portion of the left atrium and left ventricular free
wall, while the anterior leaflet includes ventricular septum and non-coronary cusp of the aortic
valve. In cases of rheumatic heart disease, sections of the atrial appendages are submitted for
histologic examination because the incidence of Aschoft’s nodules is highest in these structures.

2.2.1.7 Prosthetic Heart Valves

The objectives for examinations of valve implants include determination of (1) the type of
implant (bioprosthesis or mechanical valve) and its size and position regarding annulus and
chamber; (2) adequacy of movement of the valve apparatus; (3) presence of thrombi, vegeta-
tions, and paravalvular abscesses or leaks; and (4) evidence of valve degeneration.!® In particu-
lar, paravalvular abscesses may not be visible without careful inspection of the native annulus
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Figure 2.2.1.7 (A) Diagram of the heart demonstrating the ultrasonic plane of the long axis view of the
left ventricular outflow tract. The normal anatomic relationship of septal-aortic and mitral-aortic continuity
are best shown by this plane of dissection. This method is used for aortic root pathology, including
valvular, supravalvular, and intravalvular obstructions, left ventricular chamber size, posterior wall
abnormalities, ventricular septal defects, mitral valve disease, and left atrial size. (B) Anatomic landmarks
seen with a long-axis view of the left ventricle. The plane of dissection of aortic valve leaflets is through
the right coronary and posterior non-coronary leaflets. (C) Left ventricular long-axis section in hypertrophic
cardiomyopathy, showing asymmetric septal hypertrophy with a discrete left ventricular outflow tract
plaque (arrow) and a thickened anterior mitral leaflet (arrow head). (Ao = aorta; LA = left atrium; LPA
= left pulmonary artery; LV = left ventricle; RAA = right atrial appendage; RV = right ventricle; SVC =
superior vena cave; VS = ventricular septum) (Modified from Tajik, A.]., Seward, ].B., Hager, D.J., Muir,
D.D., and Lie, ].T., Two-dimensional real- time ultrasonic imaging of the heart and great vessels:
Technique, image orientation, structure identification and validation, Mayo Clin. Proc., 53:271, 1978.
From Virmani, R., Ursell, P.C., and Fenoglio, ].J., Examination of the heart, in Virmani, R., Atkinson, ].B.,
and Fenoglio, ].J., Eds., Cardiovascular Pathology, W.B. Saunders, Philadelphia, 1991, pp 1-20. With
permission.)
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Figure 2.2.1.8 (A) The appearance of the atrioventricular valves after removal of both the atria. The
mitral valve has been replaced with a bioprosthetic porcine valve which shows a tear in the muscular
leaflet close to the ring (arrow head). (B) The right atrium has been removed close to the tricuspid valve.
Note the valve margins are thickened and the commissure between the posterior and the septal leaflet
is fused secondary to chronic rheumatic valvulitis. (C) The aortic valve is examined on removal of the
aorta close to sinotubular junction. There is diffuse thickening of the valve, which is more marked at
the free margins with one of the three commissures fused (arrow). These changes are consistent with
chronic rheumatic valvulitis. (AV = aortic valve; MV = mitral valve; PV = pulmonary valve; TV = tricuspid
valve). (From Virmani, R., Ursell, P.C., and Fenoglio, ].J., Examination of the heart, in Virmani, R.,
Atkinson, ].B., and Fenoglio, ].J., Eds., Cardiovascular Pathology, W.B. Saunders, Philadelphia, 1991, pp
1-20. With permission.)

following removal of the implant. Demonstration of any pathology may be enhanced using
short-axis cuts through the atrioventricular junction.

2.2.1.8 Examination of the Aorta

Because atherosclerosis is the most common lesion affecting the aorta, the aorta should be
opened longitudinally along its posterior or dorsal aspect from the ascending aorta through the
bifurcation and into both common iliac arteries. The extent of disease and the types of lesions
may then be described. While this method enables inspection of the complete intimal surface,
it may not be optimal for certain types of pathology, such as aortic aneurysms, which may best
be demonstrated by cross-sectional slices 1 to 1.5 cm apart in the perfusion-fixed, distended
specimen (Figure 2.2.1.9). Aortic dissections may be examined by a longitudinal cut (long-axis
cut) with the aorta cut into anterior and posterior halves (Figure 2.2.1.10) or by transverse cut
at 1- to 1.5-cm intervals after the aorta has been allowed to fix for 24 hours in a distended state
or free floating in anatomic position in formaldehyde.
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Figure 2.2.1.9 (A) External view of the abdominal aorta with an infrarenal aneurysm (arrows). Note the
size, which is best expressed as the largest diameter. In this case, it is 7 cm. (B) Same aneurysm cut
transversely at 1.0 to 1.5 cm apart. Note the extent of luminal (L) narrowing secondary to an organizing
thrombus. (From Virmani, R., Ursell, P.C., and Fenoglio, ].J., Examination of the heart, in Virmani, R.,
Atkinson, ].B., and Fenoglio, ].J., Eds., Cardiovascular Pathology, W.B. Saunders, Philadelphia, 1991, pp
1-20. With permission.)

Figure 2.2.1.10 The heart has been cut in the long-axis plane,
exposing the right and left ventricles and the aortic root and
valve. In this plane, the anterior wall of the aorta has been
removed. Note the dissecting aneurysm that starts just distal
to the subclavian artery and extends along the greater curvature
of the aorta to just below the left renal artery (arrowhead).
Within the false lumen there are fibrous strands (arrows)
connecting the outer media and adventitia to the inner media
and intima. Note also the organizing thrombus within a fusiform
aneurysm distal to the subclavian and within the abdominal
aorta of the false lumen. (From Virmani, R., Ursell, P.C., and
Fenoglio, ].J., Examination of the heart, in Virmani, R., Atkinson,
J.B., and Fenoglio, ].J., Eds., Cardiovascular Pathology, W.B.
Saunders, Philadelphia, 1991, pp 1-20. With permission.)
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Figure 2.2.1.11 Diagram of location of the atrioventricular (AV) and sinoatrial (SA) nodes along with the
landmarks that help in locating their positions during sectioning of the heart. (Modified from Davies,
M.]., Anderson, R.H., and Becker, A.E., The Conduction System of the Heart, Butterworth & Co,
London, 1983. From Virmani, R., Ursell, P.C., and Fenoglio, ].J., Examination of the heart, in Virmani,
R., Atkinson, ].B., and Fenoglio, ].J., Eds., Cardiovascular Pathology, W.B. Saunders, Philadelphia, 1991,
pp 1-20. With permission.)

2.2.1.9 EXAMINATION OF THE CONDUCTION SYSTEM

For cases in which conduction disturbances were suspected clinically, histologic examination
of the cardiac conduction tissues is often rewarding in terms of documenting a structural basis
for the problem. Many pathologists are intimidated by the prospect of doing conduction
system studies because the pertinent tissue cannot be visualized grossly. Yet, with practice and
careful attention to anatomic landmarks, this part of the examination of the heart is really not
so difficult.1819

In most humans, the sinus node is a spindle-shaped structure located in the sulcus
terminalis on the lateral aspect of the superior vena cava and the right atrium (Figure 2.2.1.
11). In some patients, it is a horseshoe-shaped structure wrapped across the superior aspect of
this cavoatrial junction. Histologically, the sinus node consists of relatively small-diameter,
haphazardly oriented atrial muscle cells admixed with connective tissue, collagen, and elastic
fibers (Figure 2.2.1.12). Often, the artery to the sinus node can be identified in or around the
nodal tissue. Because the sinus node is not visible grossly, the entire block of tissue from the
suspected area should be taken and serially sectioned, either in the plane perpendicular to the
sulcus terminalis (parallel to the long axis of the superior vena cave) or in the plane containing
the sulcus (perpendicular to the vessel). In small infants, serial sectioning of the entire cavoatrial
junction is preferred.

There are no anatomically distinct muscle tracts for conduction through the atria. The
impulse is collected in the atrioventricular node, which is located within the triangle of Koch
in the floor of the right atrium. In the heart dissected in the traditional manner along the lines
of blood flow, this region is delineated by the following landmarks: the tricuspid valve annulus
inferiorly, the coronary sinus posteriorly, and the continuation of the valve guarding the
coronary sinus (tendon of Todaro) superiorly (Figure 2.2.1.11). The atrioventricular node lies
within Koch’s triangle (Figure 2.2.1.11), and the apex of the triangle anteriorly denotes the
point at which the common bundle of His penetrates the fibrous annulus to reach the left
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Figure 2.2.1.12 (A) The sinus node (outlined) lies in the subepicardium. The superficial layer is
surrounded by epicardial fat (F), and the deeper layers anastomose with the surrounding atrial myocardium
(MYO). (Movat, x 25) (From Virmani, R., Ursell, P.C., and Fenoglio, ].J., Examination of the heart, in
Virmani, R., Atkinson, ].B., and Fenoglio, ].J., Eds., Cardiovascular Pathology, W.B. Saunders, Philadelphia,
1991, pp 1-20. With permission.) (B) High power view of the SA node showing fibrous tissue, elastin
fibers, and small SA node haphazardly arranged fibers.

ventricle. After penetrating the fibrous annulus at the crest of the ventricular septum, the
bundle of His divides into left and right bundle branches.

Thus, the tissue excised for study of the conduction system must include this area
completely. From the opened right atrioventricular aspect (with the aortic outflow tract
adjacent to the cutting surface) the block to be excised reaches from the anterior margin of the
coronary sinus to the medial papillary muscle of the right ventricle, including 1 cm of atrium
and ventricle on both sides of the valve. Alternatively, from the left ventricle outflow tract, the
block can be cut perpendicular to the aortic valve from the margin of attachment of the anterior
leaflet of the mitral valve to the left edge of the membranous septum.

The block should include the noncoronary cusp of the aortic valve and the crest of the
ventricular septum (Figure 2.2.1.13). In cither case, the block of tissue removed should be
divided in the plane perpendicular to the annulus, from posterior to anterior; the block to be
sectioned should be marked with India ink so its orientation can be maintained throughout the
embedding process. For infant hearts, the entire block of tissue should be step-sectioned with
every fifth 10-mm thick section stained with Movat stain initially. In the adult heart, the entire
tissue should be step-sectioned and every 25th or 50th section stained with Movat stain.
Practically, the block of tissue is usually divided into five segments and one or two sections are
cut from each segment.

The atrioventricular node, bundle, and bundle branches are histologically easily identifi-
able. The atrioventricular node consists of a network of muscle fibers which are smaller than
the atrial and ventricular fibers. The cytoplasm is pale in comparison to the ventricular
myocardium but striations and intercalated disk are present. The nuclei are oval in longitudinal
sections. The conduction tissue is markedly cellular due to the presence of a large number of
endothelial cells and there is a greater amount of elastic tissue than in the surrounding
myocardium. As the node extends to penetrate the fibrous body and become bundle of His,
the fibers are less plexiform and more longitudinally oriented (Figure 2.2.1.14).

2.2.1.10 Evaluating Cardiac Hypertrophy

One of the most important decisions while examining the heart is to determine if the heart is
normal or abnormal. The heart may not show any anatomic structural abnormality except that
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Figure 2.2.1.13 Diagram of landmarks for excising the major conduction from the left outflow tract. The
membranous septum is marked by an asterisk. (From Virmani, R., Ursell, P.C., and Fenoglio, ].J.,
Examination of the heart, in Virmani, R., Atkinson, ].B., and Fenoglio, ].J., Eds., Cardiovascular Pathology,
W.B. Saunders, Philadelphia, 1991, pp 1-20. With permission.)

Figure 2.2.1.14 (A) The atrioventricular node (arrows) is shown nested against the fibrous annulus (FA).
(From Virmani, R., Ursell, P.C., and Fenoglio, ].J., Examination of the heart, in Virmani, R., Atkinson, ].B.,
and Fenoglio, J.J., Eds., Cardiovascular Pathology, W.B. Saunders, Philadelphia, 1991, pp 1-20. With
permission.) (B) The bundle of His branching portion. Note the location underneath the fibrous body
(FB) and above the septal myocardium (MYO). (Movat stain x25.)

it is hypertrophied. Because cardiac hypertrophy may be a cause of death if severe, and
physiologic in cases of chronic conditioning, the criteria for increased heart weight are
important. We usually utilize the tables published from the Mayo Clinic giving the 95%
confidence intervals for the height and weight of male and female individuals from birth to 99
years.202! We recommend that at least four sections of the left ventricle be examined from the
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four walls of the heart and one section of the posterior wall of the right ventricle; sections
should be taken from the mid-ventricular slice. In the elderly we also like to take one section
each from both the atria, as amyloidosis and drug reactions may be limited to the atria.

2.2.1.11 Conclusions

This brief description of the examination of the heart is no substitute for the practice of
examination and cutting open the heart oneself. In practice, not all methods may be applicable
in each laboratory, for each individual, or in all situations. The description is more geared to
the forensic pathologist and the examination of the adult heart with intent to making the
method easy yet thorough; for a careful examination of the heart is worth the time and effort.
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2.2.2 MYOCARDIAL ALTERATIONS IN DRUG ABUSERS
SteviN B. KarcH, M.D.

AssISTANT MEDICAL EXAMINER, City AND CoOuNTY OF SAN FrRANCISCO, CALIFORNIA

The frequency of heart disease in drug abusers is not known with any certainty, and is difficult
even to estimate. The observed frequency of any particular cardiac lesion depends on the
pattern of drug abuse within the population being studied. Before the HIV era, in areas where
heroin was the favored drug, the incidence of heart disease in drug users appeared to be not
significantly different from that seen in controls.! In Siegel and Helpern’s classic paper on the
“Diagnosis of Death from Intravenous Narcotism”, heart disease was not even mentioned,? nor
were any significant cardiac abnormalities noted in Wetli’s study of 100 consecutively autopsied
narcotic abusers.® Thirty years ago, when Louria analyzed the discharge diagnosis of addicts
admitted to Bellevue Hospital’s general medicine service, the incidence of endocarditis was
under 10% and no other cardiac disorders were noted.* By contrast, pathologists in Scandinavia,
where amphetamine abuse is common, often report finding contraction band necrosis, fibrosis,
and inflammatory infiltrates.®

2.2.2.1 Epidemology Considerations

The probability of finding myocardial alterations depends not only on the type of drug being
abused, but also on the way it is abused. In areas where the injection of pills meant for oral
use is still a fairly common practice, granulomatous lung disease and pulmonary hypertension
are frequently observed.® When pills are injected, the abnormalities are due to excipients
injected along with the drug, not the drug itself.

Another confounding factor is the increasing number of violence-related drug deaths.
Evidence for direct opiate or stimulant mediated cardiac damage may be detected, but the
frequency of incidental cardiac lesions in addicts dying of trauma has never been tabulated, nor,
for that matter, have there been any recent (post HIV) studies analyzing the type of frequency
of lesions seen in the hearts of non-drug using trauma victims.

Earlier studies of heart disease in drug users must be interpreted with a great deal of
caution, particularly those where the diagnosis was not confirmed with toxicologic testing.
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Dressler and Roberts, for example, analyzed 168 drug-related deaths and reported that the
incidence of cardiac abnormalities in drug abusers was nearly 100%!° However, toxicologic
findings were not known for the individual patients, and all of the cases had been referred to
a tertiary center for diagnosis. The availability of comprehensive toxicologic screening has been
something of a mixed blessing because polypharmacy is now more often detected. In San
Francsico, more than half of the drug related deaths are due to drugs taken in combination,
often stimulants and narcotics. Attempts at correlating specific drugs with certain types of
lesions are futile when more than one drug is present. Even when just one drug is detected,
the possibility of past multi-drug use is not ruled out.

Nonetheless, certain generalizations are possible. The hearts of stimulant abusers, whether
of cocaine or methamphetamine, often manifest changes consistent with the known effects of
prolonged catecholamine excess. The hearts of heroin abusers generally do not show evidence
of catecholamine excess, but they may frequently manifest HIV related changes. Hearts from
both stimulant and opiate abusers may also demonstrate modest degrees of ventricular hyper-
trophy, either as a consequence of catecholamine effect, or as a result of pulmonary hyperten-
sion, or both, or via mechanisms that remain to be characterized.There is, for example, some
evidence for the activiation of early expression genes.!? In this section, the myocardial alter-
ations associated with the different patterns of drug abuse will be illustrated and categorized.

2.2.2.2 Myocardial Hypertrophy

Stimulant abusers are prone to modest degrees of myocardial hypertrophy, and there is some
evidence that opiate abusers may also share this tendency. Increased left ventricular mass is an
independent risk factor for sudden cardiac death.!'!2 As ventricular mass increases, coronary
artery reserve declines,’® and myocardial contractility becomes impaired.'* Increased mass
makes ventricular arrhythmias, and sudden death, more likely,!'® even in the absence of relative
myocardial ischemia provoked by the decline in coronary artery reserve.'® This combination of
effects may well explain many cases of cocaine-related sudden death.

The mechanism by which stimulant abuse causes myocyte hypertrophy is not known. In
general, stimuli associated with myocardial hypertrophy activate G-proteins, and either adenyl
cyclase or phospholipase C. When one of the latter is activated, genes needed to make the
proteins necessary for cell growth are also activated.!” After myocardial infarction, there is
activation of early expression genes such as c-fos, ¢ jun, and c-myc. Whether the same process
also occurs in cocaine and methamphetamine users is not known, but ¢-fos activation has been
observed in the aortas of cocaine-treated rabbits.!? In laboratory experiments, rats and rabbits
chronically treated with cocaine have larger left ventricles than controls.!%!820 They also have
increased collagen content, higher levels of atrial naturetic hormone, and increased expression
of the low ATPase myosin isoform V32! In clinical studies, hypertrophy has been confirmed
by comparing electrocardiograms of age-sex matched controls to those of asymptomatic
cocaine users in rchabilitation, and with symptomatic cocaine users with chest pain.?2:23
Echocardiographic studies have yielded conflicting results. Studies of asymptomatic users in
rehabilitation have found significant increases in left ventricular mass and posterior wall
thickness,?*?5 although others have failed to confirm this finding.26-?”

Autopsy evidence has shown that the increase in heart size is modest,?® but quite real.28-3!
When heart weights of asymptomatic cocaine using trauma fatalities were compared with drug-
free trauma victims, the hearts of the cocaine users were found to be 10% heavier than those
of controls, even though the heart weights of both groups fell within ranges generally
considered to be normal.?® A related study compared the heart weights of individuals dying of
drug toxicity (either cocaine, methamphetamine, or heroin) with heart weights of drug-free
trauma victims. Heart weights for the drug users were significantly greater than those observed
in the controls.?
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Changes in heart weight that amount to less than 10% are likely to go unrecognized at
autopsy. Even if wall thickness is fastidiously measured, which is not always the case, the
increase would most likely go undetected. Yet it is important that the increase be detected
because it very likely is the cause of death, and may well be the only abnormality detected at
autopsy.

Such small changes go unnoticed because several different systems for determining normal
heart weight are in use. Some pathologists still believe that arbitrary cutoffs can be used: 380
or 400 grams for men and 350 grams for women. Others determine normality by using a
formula: heart weights less than 0.4% of the body weight (0.45% for women) are considered
normal.3? Hearts weighing more than those percentages are considered enlarged. Neither of
these approaches has proven accurate or reliable. A normalized weight nomogram is the most
accurate tool for detecting modest degrees of enlargement. The Mayo Clinic nomogram relates
heart weight to body weight (see Appendix III for nomogram). It is based on measurements
made in hundreds of autopsies of individuals found to be free of heart disease.3? If a heart
weighs significantly more than predicted by the nomogram, it is abnormal, even if the heart
weighs less than the 400 grams.

Similar weight increases are to be expected in methamphetamine-related deaths, though
methamphetamine toxicity has not received nearly the attention devoted to cocaine.3! Surpris-
ingly, there is evidence that similar increases in heart size are to be seen in heroin abusers. The
results of several, as yet unpublished, preliminary studies, indicate that increases comparable to
those produced by cocaine may occur.’3!3 Hypertrophy in stimulant abusers is thought to be
catecholamine related. There is, however, no satisfactory explanation for the changes in the
opiate abusers. The injection practices of heroin users can, of course, lead to pulmonary
granulomas and pulmonary hypertension, but preliminary data suggest that the observed
increases are not related to that mechanism.

2.2.2.3 Myocardial Disease in Stimulant Abusers

Clinical reports of dilated cardiomyopathy, where neither biopsies nor arteriograms are ob-
tained, are impossible to interpret, and the real diagnosis must remain in question.?>% But even
in the absence of florid heart failure, certain types of morphologic alterations are frequently
seen in the hearts of individuals dying from stimulant abuse. Most of the observed changes
appear to be catecholamine mediated*#2. Chronic catecholamine toxicity is a well-recognized
entity in animals and humans. Norepinephrine “myocarditis” was first described over 40 years
ago.*3** The histologic changes associated with norepinephrine treatment are indistinguishable
from those seen in patients and animals with pheochromocytoma.*® Contraction band necrosis
is the carliest recognizable lesion in both situations.*6-4

Several features distinguish catecholamine necrosis from ischemic necrosis. The most
obvious is the distribution of the lesions. In ischemic injury, all cells supplied by a given vessel
are affected, leading to homogeneous zones of necrosis. In catecholamine injury, individual
necrotic myocytes are found interspersed between normal cells, and the pattern of injury
appears unrelated to the blood supply.*

The arrangement of the myofilaments also helps distinguish the two processes. In ischemia,
myofilaments remain in register. In cases of catehcolamine-toxicity, the filaments are disrupted.
After 12 or more hours have elapsed, a mononuclear infiltrate, predominantly lymphocytic,
may be seen. Necrotic myocytes are eventually reabsorbed, and replaced by non-conducting
fibrous tissue. After repeat bouts of necrosis, the myocardium becomes increasingly fibrotic.
Fibrosis of this type alters ventricular function and, more importantly, may lead to abnormal
impulse propagation*®° (see Figures 2.2.2.1 and 2.2.2.2).

Biopsy findings in a group of cocaine users with recent onset of chest pain and congestive
failure showed changes very similar to those described above, with microfocal interstitial
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Figure 2.2.2.1. Contraction band necrosis in a 32-year-old cocaine abuser with arrhythmic sudden
death. The dark cross banded lesions are a marker for intracytasolic calicum overload secondary to
catecholamine excess. Cells with these lesions may or may not be viable. If severe, the cells are
replaced by fibrous tissue with abnormal conduction properties.

Figure 2.2.2.2 Patchy myocardial fibrosis in a 28-year-old cocaine abuser who died in a motor vechicle
accident. Fibrosis is confined to focal areas, not corresponding to blood supply. This pattern is typically
seen in cases of catecholamine excess, not just in instances of cocaine toxicity. The presence of such
microfocal fibrosis may be an underlying cause of arrhythmic sudden death.

fibrosis evident in all cases.*! Lymphocytic infiltrates were seen in only two of the cases, and
cosinophils were not seen at all. Identical changes have been described in chronic amphetamine
abusers.®! Because contraction band necrosis is a prominent feature of all myocardial biopsies,
regardless of the underlying cause, the presence of these lesions in biopsy material is difficult,
but not impossible, to assess.’? The presence of nuclear pyknosis in damaged cells may be one
way to distinguish preexisting contraction band lesions from those produced by the biopsy
process itself. In some cases, Z-band remnants have been identified with electron microscopy.
This particular finding is classically associated with dilated congestive cardiomyopathy and is
not generally associated with the type of necrosis resulting from catecholamine toxicity.

© 1998 by CRC Press LLC



Nonetheless, it has been documented in patients with amphetamine toxicity,”! where its
presence probably signifies only that necrosis was very severe .

The first reports of contraction band-like lesions and cellular infiltrates in the heart of a
cocaine users were published in the 1920s!% However, more than half'a century elapsed before
another paper, describing similar findings, was published in 1986.>* A biopsy of one of the
cocaine users described in that report disclosed eosinophilic infiltrates. Others have observed
both lymphocytic and eosinophilic interstitial infiltrates.*6:47:55-58

More often than not, when mononuclear infiltrates are present, there is no associated
myocyte necrosis.*” According to generally accepted criteria, myocarditis cannot be diagnosed
without necrosis.” In the only study ever to directly address the issue, immunologic and
histologic findings were tabulated in 15 HIV negative, intravenous drug abusers.>® Five cases
demonstrated active myocarditis, and five others had borderline myocarditis. Antimyocardial
antibodies were positive in 4 of the 15 cases, including patients with active, borderline, and
absent myocarditis, and toxicology studies did not implicate any particular drug of abuse. Thus,
intravenous drug abuse appears to be an independent risk factor for myocarditis, a factor which
should be taken into consideration when evaluating possible cases of HIV-associated myocardi-
tis.

The presence of eosinophilic infiltrates suggests that what is being described is not
myocarditis at all, but rather a hypersensitivity phenomenon. Hypersensitivity myocarditis is
distinguished from toxic myocarditis by the fact that its occurrence is not dose-related. Lesions
are all of the same age, hemorrhages are rare, and there is no myocyte necrosis. The list of drugs
causing hypersensitivity myocarditis is increasing.®® Eosinophilic myocarditis is a very rare
disorder. When it is diagnosed, it is often an incidental finding or a surprise finding at autopsy
or in biopsy specimens obtained to evaluate chest pain, heart failure, or arrhythmia.

Clinical manifestations of this disorder are so nonspecific that the diagnosis is rarely
suspected during life.! None of the cocaine users with eosinophilic infiltrates have had signs
of extra cardiac involvement such as polyarteritis nodosa or eosinophilic leukemia. These
patients do not match the picture classically associated with acute necrotizing myocarditis,?
nor do they resemble patients with eosinophilic coronary arteritis (Churg- Strauss syndrome,
also called allergic granulomatosis angiitis), although one case of cocaine-associated Churg-
Strauss has been reported.®?

A heterogeneous group of agents can cause toxic myocarditis, and since cocaine can be
adulterated with a very long list of agents, implicating cocaine as the cause of eosinophilic
myocarditis is difficult. A review paper published in 1988 listed sugars (lactose, sucrose, and
manitol) as the most common cocaine adulterants, followed by stimulant drugs (caffeine,
amphetamines) and local anesthetic agents as the most common agents found mixed with
cocaine samples.®* Eosinophilic infiltrates in the myocardium could be in response to any of
these agents, alone or in combination. Furthermore, most adult drug abusers are polydrug
abusers, which further enlarges the list of possible offenders.

2.2.2.4 Myocardial Disease in Opiate Abusers

Lesions in the hearts of opiate abusers appear to be much less common than in stimulant
abusers. Myocardial heroin uptake is substantial, with measured concentrations nearly as high
as those in blood.®® But when judged by clinical or autopsy findings, the effects of high
myocardial opiate levels appear to be negligible. Autopsy studies of heroin abusers done during
the 1960s and carly 1970s did not even mention heart disease.?? Clinical studies from that
same time were equally unrevealing. Among addicts admitted to Bellevue Hospital’s general
medicine service, the incidence of endocarditis was under 10% and no other cardiac disorders
were noted.%¢
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While no general pattern of myocardial diseases is associated with opiate abuse, an
assortment of drug abuse-related disorders may occasionally be encountered. Myocardial
fibrosis is not uncommon, but its presence probably is just a consequence of concomitant
stimulant abuse. Perivascular fibrosis, when it occurs, usually signals previous bouts of healed
endocarditis. Larger zones of fibrosis are the results of ischemia and healed infarction. But
unlike cocaine users, who appear to be prone to accelerated coronary artery disease,?®%7 there
is no evidence that coronary artery disease is any more common among heroin abusers than
it is in the general population. Intravenous drug abusers are prone to pulmonary hypertension
as a consequence of granuloma formation in the pulmonary bed,®® and the occasional talc
granuloma may even be seen in the myocardium.®

2.2.2.5 Myocardial Disease Associated with HIV Infection

In some areas of the U.S. more than one half of all intravenous drug abusers carry the HIV
virus. Given that endocarditis is the only cardiac disorder unequivocally associated with
intravenous opiate abuse, it is highly probable that any myocardial lesion encountered in the
heart of an intravenous heroin abuser is there as a result of either concomitant stimulant abuse,
HIV infection, or an opportunistic infection related to HIV infection. In most cases, cardiac
manifestations of HIV infection are clinically silent and not discovered during life.”07!

Pericardial effusion is the cardiac lesion most commonly seen in AIDS patients. One third
of the patients dying of AIDS have effusions, with or without pericarditis,”!”? and the
probability is that the effusion will not have been symptomatic during life. Ventricular
hypertrophy is even more common than pleural and pericardial effusions,”! with evidence of
ventricular thickening in nearly half the HIV victims autopsied. Right ventricular hypertrophy
is not particularly surprising in drug abusers who are likely to have both angiothrombotic lung
disease from their drug abuse, and AIDS-related fibrotic interstitial lung disease. However, left
ventricular hypertrophy was reported in 40% of one series,”! and the mechanism remains
unexplained.

The incidence of mononuclear infiltrates, without or without evidence of myocarditis, has
been placed at 10% in two different series.”’”? The incidence of opportunistic infection,
especially disseminated cryptococcosis and CMV infections, is also high, and usually unsus-
pected during life. Soft tissue sarcoma is the most common malignant neoplasm of the heart,
pericardium, and great vessels and may embolize to the lungs or peripheral arteries. Except in
HIV infected patients, these tumors are relatively rare. Angiosarcoma is the most common
cardiac sarcoma, and the most aggressive of these tumors. It usually arises in the right atrium.
Kaposi’s sarcoma of the heart has been found in patients with AIDS and in immunosuppressed
organ transplant recipients.”?
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2.2.3 ENDOCARDITIS
MicHAeL D. Bew, M.D.

AssociATE MepicAL EXAMINER, DADE County MepicAL EXAMINER OFFICE,
Miami, FLoriDA

Bacterial endocarditis is a well-established complication of intravenous drug abuse, regardless
of the class of drug injected. The infecting microbe may be found on a contaminated needle,
among the addict’s normal skin flora, or in a pre-existing cellulitis or phlebitis. The bacteria
(or fungi rarely) gain access into the bloodstream via the needle track.

2.2.3.1 Incidence and Clinical Profile

Although intravenous drug abuse is a recognized risk factor for infectious endocarditis, this
complication is zot a frequent complication among intravenous drug users. The incidence of
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Table 1. Uncommon Pathogens in Endocarditis of Intravenous Drug Abusers!'!

Group B Streptococcus (Streptococcus agalactine) 2
Staphylococcus epidermidis

Gram negative bacteria (Pseudomonas, Serreatia, etc.)
Corynebacterium

Haemophilus sp.

Eikenella corrodens

Erysipelothrix

Kingella kingae

Anaerobic bacteria (Bacteroides, Veillonella, etc.)
Fungi (Candida)

infective endocarditis in intravenous drug abusers is estimated at 1.5-2.0 cases per 1000
intravenous drug abusers admitted to the hospital.! Intravenous drug abusers with infective
endocarditis are more likely to be young men (ave. age = 29 years, M:F = 3:1) compared with
non-addicts with endocarditis (ave. age = 50, M:F = 2:1).2 The frequency of underlying heart
disease in intravenous drug abusers with endocarditis is 26% compared with 60% of non-addicts
with endocarditis. In a cohort of 85 intravenous drug abusers, echocardiography failed to
detect any valvular vegetation consistent with endocarditis.® Eight intravenous drug abusers
had thickened or redundant leaflets (with or without prolapse) of the mitral, aortic, or tricuspid
valve. Focally thickened leaflets of the mitral and tricuspid valves have been reported in other
series of asymptomatic intravenous drug abusers who were examined by echocardiography.*
These subtle morphologic abnormalities may be the stratum upon which endocarditis builds.
Most researchers agree that endothelial injury or damage initiates fibrin, platelet, and bacterial
deposition that produce endocarditis.

In Dressler and Robert’s series of 80 autopsied intravenous drug abusers with infective
endocarditis, the tricuspid valve was involved in half of the victims compared with 15% of
victims dying of acute endocarditis that did not use intravenous drugs.> However, IV drug
abusers can and often have left-sided valve involvement. The aortic and mitral valves are
involved in 35% and 30% of intravenous drug abusers with infective endocarditis. The majority
(82%) of acute endocarditis in intravenous drug abusers is caused by Staphycoccus aunrens
compared with streptococcal species that commonly cause endocarditis in victims not injecting
intravenous drugs.® A minority (18%) of S. aureus isolates are methacillin resistant. Other
bacteria co-infect 9% of intravenous drug abusers with S. aurens endocarditis. Streptococcus
viridans causes right-sided endocarditis in 11% of intravenous drug abusers. Candida en-
docarditis is usually superimposed on a previous episode of bacterial endocarditis and has a
more indolent clinical course. Unusual pathogens causing endocarditis in intravenous drug
abusers are summarized in Table 1.

2.2.3.2 Postmortem Appearance

Grossly, infective endocarditis is characterized by friable, white, or tan vegetations found on
the valve leaflets along the closure lines. The vegetations may be single or, more often,
multiple. The mean vegetation size in intravenous drug abusers with acute right-sided bacterial
endocarditis was 1.5 to 0.7 cm. in one clinical series.® The size, color, and appearance of the
vegetations can, however, vary. Streptococcal vegetation grow more slowly than staphylococcal
vegetations, but may get much larger. Fungal vegetations are usually larger than bacterial
vegetations. The vegetations are usually on the atrial side of the atrioventricular valves and on
the ventricular side of the aortic or pulmonic valves. Suppurative bacteria such as Staphylococ-
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Figure 2.2.3.1 Large necrotizing vegetations on the tricuspid valve of this 31-year-old addict who
commonly injected drugs subcutaneously, “skin popping”. Blood cultures were positive for Streptococcus
hominus.

cus may cause valve perforation and acute insufficiency. The infection may extend into the
adjacent myocardium producing necrotic fistulas, ancurysms, or ring abscesses (usually aortic
valve involved). Further extension can produce pericarditis, which is present in 4 to 27% cases
of left-sided infective endocarditis.” Chordae tendinae involvement can produce rupture and
valvular insufficiency. Vegetations of the tricuspid and pulmonic valves can embolize to the
lungs producing suppurative abscesses (Figures
2.2.3.1 and 2.2.3.2). Perforation, indentation, or
anecurysm of the valve cusp or chordac tendinac is
presumptive evidence of healed endocarditis.

Microscopically, acute bacterial endocarditis is
characterized by masses of fibrin, platelets, and
polymorphonuclear leukocytes surrounding bac-
terial colonies on the valve surface. Bacteria are less
frequent after antibiotic treatment and may not be
demonstrable by gram stain, even if present.® Later,
organization with capillary proliferation, a mixed
cellular infiltrate, and granulation tissue dominate
the microscopic appearance. The lesions eventu-
ally (if the person survives) heal with fibrosis and
re-endothelialize. Calcification may be present in
the healed lesions.

Figure 2.2.3.2 The lung from the victim in Figure 2.2.3.1
has multiple suppurative abscesses and extensive dark
red consolidation.
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Table 2. Comparison of Right- and Left-Sided Endocarditis

Right-sided Left-sided

1. Intravenous drug abusers most common Congenital heart disease most common

2. Staphyloccous aureus most common Streptococcus viridans most common

3. Occassionaly due to polymicrobial Polymicrobial involvement rare
involvement

4. 10% of all cases 90% of all cases

5. Good prognosis Poor prognosis

6. Immediate valve replacement usually not Usually requires immediate valve

required replacement

2.2.3.3 Clinical Diagnosis

The clinical diagnosis of acute infectious endocarditis includes the acute onset of fever, chills,
and heart murmur. Right-sided valve murmurs (as in intravenous drug abusers) may be less
audible than left-sided valve murmurs because the reduced chamber pressures of the right heart
produce less turbulence and less noise. Signs of early tricuspid insufficiency may be minimal
with only an atrial or ventricular gallop and no murmur. Later, a systolic regurgitant murmur
(that is louder with inspiration) appears. Large v waves in the neck veins and a pulsating liver
are signs of severe tricuspid regurgitation.® Confirmation of the diagnosis includes isolation of
the causative organism from 2 or more blood cultures and identification of a valvular vegetation
by two-dimensional echocardiography. Chest pain and dyspnea with chest radiographic abnor-
malities (multiple segmental infiltrates with lower lobe predilection) suggest septic pulmonary
emboli from a right-sided valvular vegetation. Systemic embolization can occur in right-sided
endocarditis from septic pulmonary vein thrombi, left-sided valvular involvement, or paradoxi-
cal embolization through a patent foramen ovale. Table 2 compares the clinical features of
right- and left-sided endocarditis.!® Mortality in intravenous drug abusers with acute right-sided
endocarditis varies from 4 to 14%.°
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2.2.4 VASCULAR EFFECTS OF SUBSTANCE ABUSE*

FrRANK D. Koropcie, PH.D., ALLEN Burke, M.D., JaGaT NArRuLA, M.D., Pu.D.,
FLorABEL G. MuLLick, M.D., AND RENu VIRMANI, M.D.

ARMED Forces INsTiTute oF PATHOLOGY, HARVARD MEDICAL ScHOOL, BOSTON
AND NORTHEASTERN UNIVERSITY, BOSTON, MASSACHUSETTS

Statistics provided by the Drug Abuse Warning Network (DAWN) over the past two decades
have documented an increasing prevalence in substance abuse as manifested by emergency
room and Medical Examiner data (i.e., drug mentions). For example, the Office of the Chief
Medical Examiner (OCME) has reported a marked increase in the number of drug abuse
deaths in Maryland from 1986 to 1993, with drug deaths increasing sharply from 119 cases
in 1986 to 356 in 1993, a 199% increase over seven years.! Narcotic drugs, specifically heroin,
have played a major role in the rising number of drug abuse deaths.! Not surprisingly,
cardiovascular complications have accompanied this increase. However, characterizing the
effects of drugs of abuse on the vasculature is difficult because not all abused drugs result in
anatomic changes. Direct human studies are scarcely available, and the studies that exist are
performed under limited, controlled conditions which do not replicate the usage picture or
conditions of the drug abuser. The drugs may have multiple effects depending on the dose,
route of administration, impurities, underlying risk factors for cardiovascular disease, and
concomitant use of other drugs such as ethanol and caffeine. In this section, the underlying
pathogenic mechanisms associated with substance abuse leading to vascular complications
(Table 2.2.4) is discussed..

Vasoconstriction at the epicardial or microvascular level may result in ischemia of almost
any organ, but the vessel often fails to show any morphologic change. Drugs may also lead to
formation of intravascular thrombi resulting in organ infarcts. A common complication of
drug-abuse may be cutaneous or cerebral manifestations of vasculitis. In some instances, acute
hemodynamic worsening of hypertension may also lead to dissection of the aorta and rupture
of arterial aneurysms resulting in intracranial hemorrhage.

There are several morphologic manifestations of drug-induced vascular disease. Vasocon-
striction in itself is rarely identifiable by histologic methods, although contraction band
necrosis of smooth muscle cells has rarely been reported in cases of clinically documented
vasoconstriction. Chronic vasoconstriction may result in medial hypertrophy. Luminal throm-
bosis may be secondary to endothelial damage, underlying atherosclerosis, or effects of drugs
on the clotting cascade. Atherosclerosis, which is a complex process involving lipid metabolism,
endothelial dysfunction, immune activation, and thrombosis may be accelerated in persons

* The opinions and assertions contained herein are the private views of the authors and are not to be construed as official
or reflecting the views of the Army, Navy, Air Force, or Department of Defense.

© 1998 by CRC Press LLC



Table 2.2.4 Pathologic Vascular Manifestations of Substance Abuse

Drugs
Recreational
Cocaine
Heroin
Amphetamine /
and methamphetamine
Nicotine
Glue sniffing/
solvents
Prescription
Tricyclic antidepressants
and phenothiazines
Ergot alkaloids
Ephedrine /
pseudoephedrine
Non-prescription
Phenylpropanolamine /
and anorexiants

L-Tryptophan
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Vasospasm

Thrombosis

Hypersensitivity
vasculitis

X
X

Necrotozing
(toxic)
arteritis

X

Fibrointimal
proliferation

X

Accelerated
atherosclerosis

X

Veno-
Occlusive
disease
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Figure 2.2.4.1 Cocaine-induced coronary atherosclerosis. The right (A) and the left anterior descending
(LAD, B) coronary arteries are severely narrowed by atheroscletrotic plaque. The LAD (B) shows a
superficial luminal thrombus (plaque erosion) consisting of fibrin and few inflammatory cells. The left
circumflex (D,E, F) shows organized thrombus totally occluding the lumen. In (D), the recannalized
channel is occluded by a thrombus (arrow). (G) Epicardial small branches of coronary arteries show
severe intimal proliferation probably secondary to an organizing thrombus. The patient was a 30-year-
old male known cocaine abuser.

Figure 2.2.4.2 Small cell (hypersensitivity) vasculitis. There is a predominantly lymphoid infiltrated
surrounding an arteriole, with focal neutrophilic karyorrhexis within the arterial wall. The patient had a
cutaneous rash (palpable purpura) following exposure to diazepam, to which she was sensitized.

exposed to drugs (Figure 2.2.4.1). Fibrointimal proliferation (increased numbers of intimal
smooth muscle cells either via migration from the media or intimal proliferation) may be
secondary to toxic endothelial damage. Inflammatory vascular diseases (vasculitis) have been
described as a drug-related effect. The two major types of drug-induced vasculitis occur either
via antigen-antibody complex deposition, usually in arterioles and venules (small vessel or
hypersensitivity vasculitis, Figure 2.2.4.2), or via direct toxic damage (toxic vasculitis, Figure
2.2.4.3), generally involving muscular arteries. Both types of vasculitis are characterized by
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Figure 2.2.4.3. Toxic arteritis (polyarteritis). There is segmental destruction of the media with aneurysm
formation. Residual intact media is present (arrowheads). The patient was a 24-year-old amphetamine
addict who expired from mesenteric arteritis and peritoneal hemorrhage.

fibrinoid necrosis of vascular walls, especially toxic vasculitis with occlusion by luminal throm-
bosis and/or fibrointimal proliferation and vessel rupture.

2.2.4.1 Cocaine

Of all the known drugs of abuse associated with vascular toxicity, cocaine abuse is the most
common. The recent increase in cocaine abuse has predominantly occurred due to the
availability of cocaine base, known on the streets as crack, which produces an instant euphoria
when smoked. The mechanisms of cocaine-induced vascular toxicity are complex. Acute
administration of cocaine (whether in the base or hydrochloride form) causes an increase in
heart rate and blood pressure. Myocardial oxygen consumption increases from systemic
catecholamine release and increased alpha-adrenergic effects due to a blockade of norepineph-
rine reuptake.?* Cocaine also acts as a local anesthetic by inhibiting sodium influx into cells,
and this is most likely responsible for the vasodilatory action of the drug. The anesthetic effects
of cocaine are expected at higher doses while the sympathomimetic actions are more likely to
be prevalent at lower concentrations. Cocaine is detected in the circulation immediately after
its consumption with a plasma half-life of approximately 1 hour. However, the half-life for
euphoria is less than 1 hour which may lead to the repetitive use of cocaine.

The blood cocaine levels required to produce the euphoric effects is approximately 107 to
10°° mol/L; median plasma levels following intravenous cocaine use in cocaine related deaths
is reported to be approximately 6 x107 mol/L to 3 x 10* mol/L.5>7 “Binge users” of cocaine
are known to use high doses for extended periods, oftentimes up to 200 hours.® Plasma
concentrations during a “binge” have not been documented although it is thought that the
effects of cocaine on the cardiovascular system are especially significant during bingeing.
Following absorption, cocaine is cleared from the circulation, primarily hydrolyzed to
benzoylecgonine and metabolized to ecgonine methyl ester (by plasma cholinesterases). At
least in cerebral vessels, cocaine metabolites appear to be biologically active and may partially
contribute to cocaine’s toxic effects.® Furthermore, because of individual variability in plasma
cholinesterase activity, cocaine abusers with low enzyme levels may be predisposed to the
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cardiotoxic effects of the drug. In humans, cocaine is rapidly metabolized, and less than 1% is
excreted in urine; the major fraction of an administered dose of cocaine is recovered in urine
predominantly as ecgonine methyl ester and benzoylecgonine.1%1!

2.2.4.1.1 Vasospasticity and Microvascular Resistance

Coronary spasm has been repeatedly proposed as a mechanism of the unexplained sudden
cardiac death in young cocaine abusers.!? Clinical studies with intranasal cocaine administration
in patients undergoing coronary arteriography for the evaluation of chest pain have demon-
strated a moderate reduction in luminal caliber and microvascular resistance.!® Although
cocaine-induced vasospasm has not been demonstrated clinically, ergonovine-induced coro-
nary spasm has been reported to occur at the site of severe coronary lesions in young cocaine
abusers.'* Animal experiments have confirmed that cocaine results in only a minimal diffuse
diminution in coronary artery caliber.!® Such non-critical reduction in luminal diameter is
presumably clinically insignificant. It therefore seems likely that acceleration of atherosclerotic
lesions must form a substrate for the hypersensitive vasoconstrictive response of a vessel to
cocaine consumption. In support of this, cocaine-induced vasoconstriction has been shown to
be enhanced at sites of significant fixed stenosis.!®

Alternatively, coronary vasospasm in cocaine abusers may be associated with an increase in
adventitial mast cells. A significantly higher prevalence of adventitial mast cells in victims of
cocaine-associated sudden cardiac death have been reported when compared to individuals
without a history of substance abuse.!” Similarly, increased adventitial mast cells have been
demonstrated at autopsy in patients who had clinically documented vasospastic angina in the
absence of severe atherosclerotic coronary disecase.'® Mast cells are a rich source of histamine,
which is often used as a provocative test to induce spasm in patients with suspected variant
angina.!*2% Furthermore, other mast cell products such as prostaglandin D2 and leukotrienes
C4 and D4 are also modulators of vascular smooth muscle tone; prostaglandin D2-induced
vasoconstriction is 5- to 10-fold more potent than norepinephrine.?!

2.2.4.1.2 Thrombosis

Multiple studies have reported angiographic evidence of coronary thrombosis in young cocaine
abusers, predominantly associated with minor atherosclerotic irregularities of coronary arteries.
On the other hand, the autopsy data from the young patients with cocaine abuse-associated
acute coronary thrombosis leading to sudden cardiac death have demonstrated that approxi-
mately 40% of patients suffer from severe atherosclerotic lesions of one or more major coronary
arteries.?223 The average age of the cocaine abusers in these reports was approximately 30 years.
However, the decreased prevalence of angiographically determined atherosclerotic disease in
cocaine abusers may result from angiographic underestimation of the atherosclerotic lesions
due to the relatively diffuse nature of the disease.?#26 The thrombi isolated from these autopsy
examinations have been demonstrated to be rich in platelets!”2%23 and are characteristically not
associated with rupture of the underlying plaques (Figure 2.2.4.4).

The mechanism of cocaine-induced thrombosis is not clear. Reports of the direct effects
of cocaine on platelet function iz vitro have been inconclusive and contradictory: cocaine either
stimulates or inhibits aggregation.?”-31 However, it is thought that cocaine-induced platelet
activation may occur #z vivo due to indirect effects of the drug. Evidence in support of this
hypothesis comes from studies in which platelet activation assessed ex vivo by P-selectin
expression was increased in long-term habitual cocaine abusers and in dogs treated with
cocaine.?233 Alternatively, coronary spasm may also explain the increased prevalence of throm-
bosis associated with cocaine abuse.
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Figure 2.2.4.4 Cocaine-induced coronary thrombosis. (A) There is moderate (50%) luminal narrowing
by atherosclerotic plaque composed of fibrointimal thickening consisting of smooth muscle cells in a
proteoglycan-collagen matrix. (B) A higher magnification demonstrating a platelet thrombus overlying
a plaque rich in smooth muscle cells and proteoglycans (plaque erosion).

2.2.4.1.3 Accelerated Atherosclerosis

Recent post-mortem studies in patients have emphasized that accelerated atherosclerosis may
be an important etiologic factor in cocaine-induced acute coronary syndromes.!”?2-2¢ Kolodgie
et al.?® conducted a retrospective analysis of aortic sudanophilic lesions in asymptomatic young
(median age, 25 years) cocaine abusers. After controlling for known risk factors of atheroscle-
rosis, cocaine abuse was the only significant predictor of the extent of sudanophilia, suggesting
that cocaine abuse was an independent risk factor for lipid infiltration in the vessel wall.3®
Accelerated atherosclerosis attributed to cocaine has been demonstrated experimentally in
hypercholesterolemia-induced atherosclerosis in rabbits.?¢ Also, cocaine abusers with coronary
thrombosis have an increase in inflammatory cell infiltrate in severely narrowed atherosclerotic
coronary arteries (Figure 2.2.4.1). Various mechanisms such as cocaine-related increase in
plasma lipids, direct and indirect increase in endothelial permeability, higher prevalence of mast
cells and other inflammatory cells in plaques may contribute to the lesions as discussed below.

2.2.4.1.4 Endothelial Dysfunction

As described above, atherosclerotic lesions occur prematurely and are likely to be more severe
in cocaine abusers. Furthermore, these lesions develop regardless of the presence of conven-
tional risk factors. Cocaine-induced endothelial cell dysfunction may be one of the predisposing
factors, but whether this involves a direct and/or indirect action of the drug is unknown.
Cocaine has been shown to disrupt the balance of endothelial prostacyclin and thromboxane
production, which may be related to the increased tendency toward thrombosis and vasospasm
observed in some cocaine abusers.?”>3¢ In pitro cell culture studies have demonstrated that
cocaine increases the permeability function of endothelial cell monolayers as a possible mecha-
nism of accelerated atherosclerosis.?® Cocaine-treated endothelial cell monolayers demon-
strated an increased permeability to horseradish peroxidase without affecting cell viability.
Furthermore, cocaine-induced release of intracellular calcium stores may result in dysregulation
of cytoskeletal integrity.?® It has also been suggested that cocaine may suppress endothelial cell
growth,? cause focal loss of endothelial cell integrity, or produce areas of extensive endothelial
cell sloughing. 4041

As discussed earlier, the sympathomimetic effects of cocaine are associated with a transient
but marked increase in blood pressure and some degree of vasoconstriction. These transient
hemodynamic aberrations may cause endothelial injury. Indeed, cholesterol-fed rabbits typi-
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Figure 2.2.4.5 Cocaine-induced aortic dissection. (A) Multiple cross-sections through the aorta from the
ascending aorta to the descending thoracic segment demonstrate dissection beginning at the aortic
arch. (B) A cross-section through the descending thoracic aorta demonstrates the rupture site (arrow)
of the false lumen. This rupture resulted in hemothorax and the death of the patient, who was a 24-
year-old habitual cocaine abuser. (C) The dissection plane within the media (M) is clearly evident in this
cross section that demonstrates the intimal tear. (D) The true (T) and false (F) lumens can be distinguished
readily in this cross-section demonstrating the medial flap.

cally develop atherosclerotic lesions in the thoracic aorta at sites of increased endothelial cell
turnover.

Cocaine-related endothelial dysfunction may be associated with impairment of endothe-
lium-dependent vasorelaxation. Forearm blood flow during acetylcholine infusion in long-term
cocaine abusers was significantly lower when compared with subjects without a prior history
of drug abuse.*> Whether attenuation of endothelial-dependent vasodilatory mechanisms by
cocaine results from lethal injury to the endothelium, insensitivity of smooth muscle cells to
nitric oxide, or inhibition of enzymatic pathways responsible for nitric oxide synthesis remains
to be determined.

2.2.4.1.5 Hemodynamic Alterations

Hypertension related vascular complications have been commonly reported with sympathomi-
metic drugs such as cocaine. Sympathomimetic actions secondary to acute or chronic cocaine
abuse are well documented and may result from peripheral inhibition of neuronal reuptake of
monoamines and increased epinephrine release from the adrenal medulla as well as central
activation of the sympathetic nervous system. The transient increase in blood pressure, at least
after acute cocaine abuse, has been associated with aortic dissection (Figure 2.2.4.5), rupture
of aortic aneurysms, and hemorrhagic strokes in patients with preexisting hypertension.*3-45
Recently, intracranial hemorrhage has also been shown to be associated with cocaine abuse.#04
Of the 17 non-traumatic cases of intracranial hemorrhage analyzed at autopsy, 10 were
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associated with cocaine: seven cases had intracerebral hemorrhage while three had ruptured
berry aneurysms.*® No pathologic evidence of vasculopathy was present in these patients.

2.2.4.1.6 Vasculitis

Cocaine-vasculitis has rarely been observed. Occasional cases of hypersensitivity vasculitis,
similar to development of an Arthus reaction in experimental animals,>-%¢ have been observed.
Vasculitis characteristically results in fibrinoid necrosis of arteriolar and venular walls associated
with disintegrating polymorphonuclear cells and histochemical localization of immunoglobu-
lins and complement.”*8 The lesions may eventually evolve into loose granulomas consisting
of pallisading lymphocytes admixed with eosinophils and macrophages and, seldom, giant
cells.57:58 The most common site of vascular involvement in humans is skin; kidneys are involved
in one-half and liver in a third.>®

Cocaine is also reported to induce systemic necrotizing arteritis of predominantly medium
and small-sized cerebral arterial vessels frequently at branch points.5* Affected areas charac-
teristically have marked necrotic lesions with neutrophilic infiltration and various stages of
healing. No giant cells or granulomas are seen, and the vascular adventitia is not involved. The
mechanism of drug-induced necrotizing vasculitis has not been established and could be either
immunological or directly toxic.

2.2.4.1.7 Synergy with Other Drugs

It is estimated that half the individuals consume alcohol during cocaine bingeing, and this
promotes hepatic transformation of cocaine to cocaethylene.®0-¢” Cocaethylene has a substan-
tially longer half-life and therefore its persistent systemic presence may increase the likelihood
of cocaine cardiotoxicity. Cocaethylene has more potent sodium channel blocking activity
compared to cocaine and its proarrhythmic effects may also be related to sudden death in the
setting of ischemic myocardium.%®

Another common drug that may be abused with cocaine is morphine. Morphine is a known
secretogogue of mast cells that have been shown to be present in strikingly higher numbers in
cocaine-associated atherosclerotic lesions. Mast cells are believed to play an important role in
cocaine-related vasospastic manifestations.”?

Similarly, synergistic interactions have been demonstrated for cocaine and cigarette smok-
ing. Both agents are known to increase the metabolic demands on the heart but may also
reduce oxygen supply. Moliteno et al.”! have reported the influence of intranasal cocaine and
cigarette smoking, alone and together, on myocardial oxygen demand and coronary artery
dimensions in 42 subjects with and without atherosclerosis. Although none of the patients
developed chest pain or ischemic electrocardiographic changes after cocaine use or cigarette
smoking, oxygen demand increased by approximately 10% after either cigarette smoking or
cocaine use, and by 50% after their simultaneous consumption. While the diameter of the
normal coronary artery decreased by 6 to 7% with the use of either or both substances,
reduction in the luminal diameter of the diseased artery segments for cigarette smoking,
cocaine use, and both substances was 5%, 10%, and 20%, respectively.

2.2.4.2 Methamphetamine

The vascular effects of amphetamines have considerable similarity with sympathomimetic
amines (ephedrine, phenylpropanolamine) and cocaine, which is alike structurally. Metham-
phetamine is abused orally, intravenously, or smoked in a crystal form (“ice”). Methamphet-
amine is metabolized to amphetamine, independent of the route of administration. Acute
toxicity to amphetamine may manifest as rhabdomyolysis, disseminated intravascular coagula-
tion, pulmonary edema, vascular spasm, and acute myocardial infarction. The ring substituted
amphetamines 3,4-methylenedioxymethyl-amphetamine (MDMA, “ecstasy”) and
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3,4-methylenedioxyethylamphetamine (MDEA, “eve”) have emerged as popular recreational
drugs of abuse over the last decade.”? Pharmacological studies indicate that these substances
produce a mixture of central stimulant and psychedelic effects, many of which appear to be
mediated by brain monoamines, particularly serotonin and dopamine.”3

Chronic use of amphetamines may result in systemic and coronary artery vasospasm that
results in an increased cardiac workload, impaired myocardial blood supply, and congestive
failure, similar to end-stage hypertension. Sudden cardiac death may also occur. A few reports
describe acute myocardial infarction associated with amphetamine abuse.”* Potential explana-
tions include coronary vasospasm, excessive catecholamine discharge resulting in ischemic
myocardial necrosis, and catecholamine-mediated platelet aggregation with subsequent throm-
bus formation. The syndrome closely resembles acute myocardial infarction by cocaine abuse.
As with cocaine toxicity, a deleterious effect of associated treatment with beta-blockers in the
setting of myocardial infarction has also been observed.”!”> Acute renal failure due to acceler-
ated hypertension following the ingestion of 3,4-methylenedioxymethamphetamine (“ec-
stasy”) has been reported.”¢

A necrotizing vasculitis resembling polyarteritis nodosa (Figure 2.2.4.3) has been reported
in young abusers of methamphetamine, which may affect cerebral or visceral arteries. Histo-
logically, there is fibrinoid necrosis of the media and intima of muscular arteries, with a
neutrophilic eosinophilic, lymphocytic, and histiocytic infiltrate. Lesions at various stages may
be seen with fresh thrombi in early lesions, florid intimal proliferation with marked luminal
narrowing in subacute lesions, and destruction of the elastic lamina with replacement by
collagen and luminal obliteration in later lesions. The cerebral effects of amphetamines are
similar to those of other sympathomimetic amines (ephedrine and phenylpropranolamine).

2.2.4.3 Heroin

Heroin (diacetylmorphine) is a synthetic morphine derivative which, after administration, is
hydrolytically deacetylated to 6-acetyl-morphine and excreted in the urine. Heroin has been
associated with cerebral arteritis”” and visceral polyarteritis.”® Heroin may also have a direct
toxic effect on the terminal hepatic veins,” the acute lesion being described as an inflammatory
infiltrate of neutrophils and mononuclear cells in sinusoidal lumina and terminal veins which
progresses to fibrosis of the central veins. Heroin is also associated with glomerular injury
which may result in malignant hypertension. This heroin-associated nephropathy seen in
African-American intravenous drug addicts has given way in the 1990s to HIV-associated
nephropathy as a result of shared needles.3°

2.2.4.4 Nicotine

Nicotine is well known to simulate the release of catecholamines, resulting in vasoconstriction
and other vascular effects of catecholamine release.3!:82 In addition, there may be direct toxicity
of nicotine to vascular endothelial cells %-vitr0,3% and an inhibition of apoptosis, which may
contribute to an increase in smooth muscle cells within atherosclerotic plaques, possibly by
monoclonal proliferation.? Nicotine has been found to be chemotactic for human neutrophils
but not monocytes,?> and in contrast to most other chemoattractants for neutrophils, does
affect degranulation or superoxide production. Thus, nicotine may promote inflammation
which may indirectly contribute to some of the associated vasculopathies. Nicotine transdermal

patches used to help nicotine addiction have been associated with a leucocytoclastic vasculi-
tis, 86,87

2.2.4.5 Solvents (“Glue Sniffing”)

Inhalation abuse of volatile solvents, previously known generically as “glue sniffing”, is typically
pursued by adolescents.® Glue snifting has been associated with myocardial infarction, presum-
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ably secondary to coronary spasm as no fixed coronary lesions were identified by angiography.%
The mechanism of sudden death in solvent snifters is believed to be related to enhanced cardiac
sensitivity to endogenous catecholamines.”®

2.2.4.6 Vasculopathies Associated with Legitimate Medications

The sympathomimetic effects of tricyclic antidepressants are well documented, and overdose
with these tricyclic amines is a major source of morbidity and mortality.®! The most common
cardiovascular effect of tricyclic amines is orthostatic hypotension, which is particularly serious
in the elderly because it may lead to falls resulting in serious physical injuries. Severe orthostatic
hypotension is more likely to develop in depressed patients with left ventricular impairment
and/or in patients taking other drugs such as diuretics or vasodilators.”> With chronic thera-
peutic administration, tricyclic antidepressants and phenothiazines have been associated with
myocardial ischemia and infarction in the absence of fixed coronary lesions.”?

2.2.4.6.1 Ergot Alkaloids

The ergot alkaloids are characterized by a nucleus of lysergic acid with the addition of side
chains which divide the group into amino acids and amine alkaloids. Ergotamine, an example
of an amino acid alkaloid, and methysergide, an example of an amine alkaloid, are both
currently used in the prophylaxis and treatment of migraine headaches. The scleroticum of the
tungus Claviceps purpurea is especially rich in ergot alkaloid, and was responsible for outbreaks
of epidemic ergotism (St. Anthony’s fire) following the mass ingestion of improperly stored rye
in wet seasons. Ergot alkaloids have been used in large doses as an abortafacient.”*

The toxic effects of ergot alkaloids include acute poisoning resulting in vasospasm and
gangrene (usually as a complication of the induction of abortion), and acute idiosyncratic
vasospasm secondary to a small dose of the drug. In this country, by far the most common form
of ergot alkaloid toxicity is secondary to chronic ingestion of ergotamine, although outbreaks
of St. Anthony’s fire are still occasionally documented in developing countries.**?> Of recent
incidence, bromocriptine mesylate, when used for the suppression of lactation in the puerpe-
rium, has been reported to cause generalized or focal vasospasm affecting the cardiac and/or
cerebral blood vessels.?®

The most common clinical manifestations of ergot alkaloid vasospasm are upper and lower
extremity ischemia, which may result in claudication and ischemic ulcers of gangrene.?® Other
vasospastic sequelae of methylsergide or ergotamine toxicity include transient ischemic attacks,
stroke (Figure 2.2.4.6), cardiac angina, and intestinal angina. Angiographic studies reveal
narrowed vessels, which may show gradual smooth narrowing or irregular outlines with focal
stenosis.?’s?”7 Laboratory studies are generally normal. A history will reveal chronic ingestion of
ergotamine or methysergide, usually for migraine headaches, often by self-medication or doses
exceeding the therapeutic recommendations. Symptoms often remit following cessation or
lowering of medication dosage.

Pathologically, there are few vascular changes in acute cases of ergot poisoning, although
contraction bands and medial necrosis may be noted within arterial walls. Chronic forms of
ergotamine toxicity may have normal histologic findings’® or changes consistent with chronic
vasoconstriction, including medial hypertrophy, intimal proliferation, intimal hyalinization,
and luminal thrombosis.

The mechanism(s) of ergot alkaloid toxicity are not yet completely clear. Physiologic doses
result in vasoconstriction of painfully dilated cranial arteries, generally by the interaction of
ergot with alpha-adrenergic receptors (alpha-adrenergic blockade) and serotonin antago-
nism.?” Toxic vasoconstriciton may occur secondarily to a direct effect of ergot on the arterial
media, exacerbated by a direct toxic effect on the capillary endothelium. High levels of

© 1998 by CRC Press LLC



Figure 2.2.4.6 Ergotomine-induced fibrointimal
proliferation. The carotid artery demonstrates marked
narrowing by minimally cellular fibrointimal
proliferation. The patient was a 45-year-old woman
with chronic ergotamine toxicity who expired from a
cerebrovascular accident. Elastic van Gieson stain.

platelet-derived growth factor have been detected
in an individual with chronic ergotism, suggest-
ing that growth factors are released as a result of
chronic endothelial damage.”®

2.2.4.6.2 Ephedrine and Pseudoephedrine

Ephedrine and pseudoephedrine are sympatho-
mimetic amines that may cause hypertension and
tachyarrhythmias due to beta-adrenergic stimulation. Toxic effects may result from overdose,
drug interactions (e.g., serotonin reuptake inhibitors), or diseases that increase sensitivity to
sympathomimetic agents.!?’ Reported adverse events range in severity from tremor and head-
ache to death and include reports of stroke, myocardial infarction, chest pain, seizures,
insomnia, nausea and vomiting, fatigue, and dizziness.!°1192 Ephedrine is the preferred vaso-
constrictor for the treatment of hypotension after epidural and spinal anesthesia in obstetrics
because it preserves uterine perfusion better than pure alpha-adrenergic agonists. Although
during pregnancy the vasoconstrictor response to ephedrine is diminished, its stimulatory effect
on nitric oxide synthase may release nitric oxide.!3

The incidence of patients developing cerebral hemorrhage, presumably by the develop-
ment of toxic vasculitis, is rare.!® Reported cases of cerebral hemorrhage secondary to
ephedrine are fewer than those complicating the use of phenylpropanolamine and amphet-
amines.1%4197 Clinical management of ephedrine overdose is mostly supportive and requires
establishing respiration, initiating emesis, administering activated charcoal and a cathartic, and
monitoring the patient’s blood pressure, ECG, fluid intake, and urinary output.1%

2.2.4.6.3 Phenylpropanolamine

Phenylpropanolamine is a synthetic sympathomimetic amine that is found in cold medications
and diet pills. Although the vascular effects of phenylpropanolamine were previously consid-
ered minor, relative to ephedrine and amphetamine, increasing reports of toxicity in patients
taking larger doses of this drug, especially in diet pills, have led to a reappraisal of the potential
toxicity of the drug.

Cerebral hemorrhage has been reported in phenylpropanolamine toxicity after a dose of 50
mg or more.!% In some commonly used anorexiants, including methamphetamine and phe-
nylpropanolamine, an association with stroke has been reported.!81% Angiography in indi-
viduals with phenylpropanolamine toxicity has demonstrated vascular beading that has been
ascribed to both vasospasm and to vasculitis.!%%110 In occasional instances in which histologic
examination was performed, a necrotizing vasculitis has been identified.!%51% It is unknown
what proportion of phenylpropanolamine-, amphetamine-, and ephedrine-induced cerebral
hemorrhages are due to vasculitis, and what proportion are due to vasospam related to
catecholamine release.!00

2.2.4.6.4 L-Tryptophan

The eosinophilia-myalgia syndrome associated with the ingestion of L-tryptophan was first
recognized in late 1989.11! Similar pathologic manifestations of eosinophilic myalgia syndrome
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share many features with the toxic oil syndrome caused by ingestion of adulterated rapeseed
oil in Spain.!1? Although available over the counter in the U.S., L-tryptophan is dispensed only
by prescription in Germany. Epidemiologic studies strongly suggest that the offending toxin
is a contaminant used in the preparation of tryptophan, and not tryptophan itself.!13 Putative
offending agents from suspected lots of L-tryptophan include 1,1’-ethylidenebis(tryptophan)
and 3-phenylamino-1,2-propanediol, an aniline derivative. Most symptomatic patients are
those that chronically ingest large doses of tryptophan (500 mg to several grams a day),
although a dose-related toxic effect was not observed in an epidemiological study of German
patients.!!! Vascular effects include pulmonary hypertension resulting from obstruction of
pulmonary vessels.!!? Intermittent coronary spasm resulting in episodes of myocardial damage
has also been reported.!'® Fibrointimal proliferation of small coronary arteries has also been
described in patients with eosinophilia myalgia syndrome associated with L-tryptophan.!!¢

Because L-tryptophan is metabolized to a number of compounds, including kynurenine,
quinolate, serotonin, 5-hydroxyindoacetic acid, and homovanillic acid, a potential vasospastic
role of one or more of these compounds has been investigated. A recent study did not find a
link between any of these compounds and coronary vasospasm, but implicated increased levels
of eosinophil granule major basic protein.'!®
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2.3 LUNG DISEASE

MicHAEL D. Bew,, M.D.

AssocIATE MepicAL EXxamINER, DADE County MepicAL EXAMINER OFFICE,
Miami, FLORIDA

2.3.1 PATHOLOGY ENCOUNTERED IN “CRACK” SMOKERS

Bailey et al.! examined the lungs of dead cocaine abusers and found the most common
pulmonary findings were pulmonary congestion (88%), edema (77%), and acute/chronic
alveolar hemorrhage (71%). These findings have been also reported by Murray et al.>3 found
hemosiderin-laden macrophages in 35% (7,/20) of the victims of cocaine intoxication and
opined that occult alveolar hemorrhage occurs more frequently in cocaine users than is
clinically recognized. They also noted pulmonary artery medial hypertrophy in 20% (4,/20) of
these cocaine abusers who had no histologic evidence of foreign material embolization. The
cause of the alveolar hemorrhage was thought to be ischemic damage to the capillary endot-
helium from constriction of the pulmonary vascular bed after cocaine inhalation, or as a direct
toxic effect of cocaine on the capillary endothelium. Neither hypothesis is proven. Hemosid-
erin-laden macrophages may be seen in bronchoalveolar lavage fluid or in bronchoscopy biopsy
specimens. One cocaine abuser who presented with diffuse alveolar hemorrhage had no
vasculitis. Electron microscopy did not demonstrate any disruption in the alveolar or capillary
basement membranes.? Pulmonary hemorrhage has not only been associated with alkaloidal
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Figure 2.3.1 Abundant blood-tinged foam escapes from
the end of the endotrachial tube in this drug abuser with
pulmonary edema.

“crack” cocaine smoking, but also with intravenous
and nasal routes* of administration. Pulmonary con-
gestion in fatal cocaine intoxication is usually caused
by the slow cessation of cardiac function associated
with brain stem hypoxia during seizures or direct
cocaine toxicity.

Fatal and non-fatal pulmonary edema (Figure
2.3.1) has been reported in cocaine smokers without
obvious cardiac or central nervous system disease.>8
Some of these patients had resolution of the pulmo-
nary edema without specific treatment and chest ra-
diographs have shown normal cardiac silhouettes. No
reports have shown any hemodynamic data from these
patients with pulmonary edema. One patient under-
went bronchoalveolar lavage and had an elevated
protein level (4x normal) suggesting that the edema
was due to altered alveolar capillary permeability.”
Bronchial biopsy usually revealed no histologic abnormalities” or only “mild interstitial inflam-
matory changes”.$

Pneumonitis, as defined by widening of the alveolar septae with a polymorphous infiltrate
(lymphocytes, neutrophils, macrophages, eosinophils) or fibrosis, was seen in one fourth of the
victims studied by Bailey et al.! Patel et al.? describe a patient with broncholitis obliterans and
organizing pneumonia (BOOP) associated with regular free-base use in the weeks prior to the
onset of clinical symptoms (non-productive cough, fever, dyspnea). An open lung biopsy
demonstrated patchy bronchocentric interstitial and intra-alveolar chronic inflammation (lym-
phocytes, macrophages, and few polymorphonuclear leukocytes and eosinphils) with granula-
tion tissue and collagen occupying bronchioles and adjacent alveolar ducts. The blood vessels
were normal. A hypersensitivity reaction to cocaine or an adulterant was the presumed cause.
This mechanism also presumably causes “crack lung”, a clinical syndrome with chest pain,
hemoptysis, and diftuse alveolar infiltrates associated with smoking “crack” cocaine.!%!! Finally,
11% of the cocaine fatalities had polarizable material, usually talc, within the lungs. Most of
these victims were, not unexpectedly, intravenous drug abusers.

Cocaine users who smoked cocaine free base or “crack” may forcefully blow smoke into
another user’s mouth to augment the drug’s effect. Smokers also prolong the Valsalva
maneuver to avoid expiring the precious cocaine smoke. The resulting increased intra-alveolar
pressure ruptures the alveolar walls, allowing air to dissect along the perivascular tissues into
the mediastinum and surrounding cavities. These mechanisms have produced various forms of
barotrauma including pneumothorax, pneumo-mediastinum,'?"'# pneumopericardium,'® pneu-
moperitoneum,!® and subcutaneous emphysema. In the few cases,!” where the duration of
cocaine use prior to clinical symptoms was accurately known, patients freebased cocaine for 8
to 12 hours and snorted cocaine for 1 to 2 hours. The clinical course of cocaine-associated
barotrauma is generally non- fatal. This barotrauma is not specific for cocaine smokers and has
been described in marijuana smokers.!8

Smoking cocaine can cause acute severe exacerbation of asthma in chronic asthmatics.!-2
Insufflation of cocaine hydrochloride has also been associated with near-fatal status asthmaticus.?!
Blackened sputum and pulmonary cytologic specimens with excessive carbonaceous material
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Figure 2.3.2 Abundant birefrigent material lies within this pulmonary artery thrombus from an intravenous
drug abuser (Hematoxylin and eosin, polarized light, 80x).

have been associated with crack cocaine use.?? This is most likely from inhalation of nonvolatilized
impurities when crack and its tarry residue are smoked: As crack is smoked, a dark, tarry residue
forms on the inside of the pipe’s bowl and barrel. Many smokers consider this residue to be
concentrated cocaine and they scrape it free, reheat it, and vigorously inhale it.

The long-term pulmonary effects and pathology of smoking cocaine are unknown. Pulmo-
nary function studies are confounded by the fact that cocaine smokers also smoke tobacco and
marijuana in addition to cocaine. Cocaine smokers have a reduced diffusing capacity of carbon
monoxide, but no spirometric abnormalities have been demonstrated.??

2.3.2 ALTERATIONS ASSOCIATED WITH INTRAVENOUS DRUG ABUSE

Intravenous drug abusers may crush oral medications and make them soluble for intravenous
injection. Methadone?* and propoxyphene?® are examples of oral drugs that are abused in this
fashion. The filler material in the pills contains insoluble particles that cause thrombosis,
granulomatous inflammation, and fibrosis in the lungs. The granulomas have numerous
multinucleated giant cells and birefrigent foreign material (Figure 2.3.2). In addition to their
morphology, the foreign particles can be identified by selected-area electron diftraction and
energy dispersive x-ray analysis. The functional consequence of these lesions is often pulmonary
hypertension with its accompanying complications, including sudden death. The granuloma-
tous and fibrotic reaction can be in the interstitium, presumably due to particle migration
through the arterial walls. Large fibrotic pulmonary masses have been described with huge
particle counts and occasional giant cells. The fibrotic masses are usually bilateral, asymmetric,
and confined to the middle and upper lung fields. These are similar to the progressive massive
fibrosis seen in complicated pneumoconiosis.?”-?

Pulmonary hypertension from pulmonary artery thromboses has been reported from
repeated intravenous injection of “blue velvet”, a mixture of paregoric and tripelennamine
(Pyribenzamine) tablets.?%3! Methylphenidate (Ritalin) tablets contain talc (magnesium sili-
cate) and cornstarch, which can cause pulmonary hypertension and sudden death, often within
6 to 7 months of using the drugs. (Note that Ritalin tablets may be used as a stimulant to
counteract the sedative effects of methadone maintenance in addicts). While cornstarch can
cause foreign body granulomas, the reaction is generally milder and less frequent than the
granulomatous inflammation caused by talc,3? which is irritating to tissues and may cause
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Figure 2.3.3 Angiomatoid lesion with birefrigent talc in an intravenous drug abuser (Hematoxylin and
eosin, polarized light, 80x).

thrombosis with occlusion of pulmonary arterioles and capillaries, and a granulomatous
inflammation with parenchymal fibrosis.2¢ The end result is a restrictive lung disease with
impaired oxygen transfer across the alveolar- capillary membrane and pulmonary hypertension.
The pulmonary arteries may have multiple intravascular and perivascular foreign body granu-
lomas filled with birefrigent talc. The pulmonary arteries may also have medial hypertrophy,
fibrointimal hyperplasia, and angiomatoid lesions3? (Figure 2.3.3).

Pulmonary emphysema has been described in a subgroup of intravenous drug abusers who
inject methylphenidate (Ritalin-SA). These patients present with dyspnea at an average age of
36 years. All have moderate to severe airflow obstruction with hyperinflation on chest radiog-
raphy. The bullae are often seen in the lower lobes and the disease may mimic the emphysema
seen in alpha-1- antitrypsin deficiency. Morphologically, there is panacinar emphysema with no
interstitial fibrosis and variable degrees of pulmonary talc granulomatosis.

2.3.3 ASPIRATION PNEUMONIA

Alcoholism is a common predisposing condition for aspiration pneumonia. Aspiration of
orogastric material (bacteria, acid, food) can also occur in victims rendered unconscious by
drugs directly (narcotics) or indirectly by drug-induced seizures (cocaine). The posterior
segments of the upper lobes or superior segments of the left lower lobe are involved when the
victim is recumbent during aspiration. The basal lung segments are affected when the victim
is upright and the anterior segment of the middle lobe is involved when the victim is prone or
inclined forward. Gastric acid can produce bronchiolitis, hemorrhagic edema, and diffuse
alveolar damage. Fluid contaminated with Streptococcus pnenwmonine or Klebsiella pnenmonine
characteristically produce a subpleural pneumonia with hemorrhagic edema.3® Aspiration
pneumonia often has a mixture of both aerobic and anaerobic bacteria. Striated muscle and
vegetable fibers can be seen microscopically within the bronchioles and alveoli. Necrotizing
bacteria may produce lung abscesses. Septic thromboemboli from tricuspid valve endocarditis
can also produce multiple lung abscesses and pneumonia in the intravenous drug abuser
(Figures 2.3.4 and 2.3.5).
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Figure 2.3.4 This sectioned lung has multiple abscess cavities. The victim was a 31-year-old cocaine
“skin popper”.

Figure 2.3.5 The victim in Figure 2.3.4 had acute bacterial endocarditis of the tricuspid valve with septic
thromboemboli.
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2.4 DISORDERS OF THE CENTRAL NERVOUS SYSTEM

2.4.1 ALCOHOL RELATED DISORDERS

Marchiafava-Bignami!-? disease is a demyelinating disorder affecting the corpus callosum and
was first described in malnourished Italian men drinking cheap red wine. It has since been
described in other countries and as occuring with other alcoholic beverages. Grossly, there is
a discolored or partially cystic demyelinated region in the genu and body of the corpus callosum
with sparing of the thin fibers along the dorsal and* ventral surfaces of the corpus callosum.
The optic chiasm and anterior commissures may also be involved. The lesion is bilateral and
symmetric with sparing of the gray matter. Microscopically, there is demyelination sparing of
the axon cylinders. The number of oligodendrocytes is reduced. Lipid-laden macrophages are
often abundant.

Central pontine myelinolysis (CPM) is a demyelinating disorder of the central basis pontis
that was first described in malnourished alcoholics by Adams.* Patients with CPM have a
sudden change in mental status, flaccid quadriparesis with hypereflexia, pseudobulbar palsy,
and an extensor plantar response unless coma obscures these signs. CPM is associated with the
rapid correction or overcorrection of hyponatremia® and the symptoms appear a few days
(ave.=6 days) after overcorrection with a serum sodium rise of at least 20 mmol/L. Grossly,
victims have a discolored, finely granular demyelinated zone in the central basis pontis with
sparing of the tegmentum, ventral pons, and corticospinal tracts (Figure 2.4.1).% Extrapontine
myelinolysis has become more recognized.” The demyelinated area varies from a few millime-
ters to the entire basis pontis and may be triangular, diamond, or butterfly-shaped. Microscopi-
cally, there is demyelination with relative preservation of axon cylinders and neurons. Axonal
spheroids are commonly observed. Acute lesions contain lipid-laden macrophages, but no
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Figure 2.4.1 Discolored granular zone of myelinolysis in
the central pons of this 28-year-old alcoholic who was
treating aggressively for hyponatremia.

other inflammatory cells. Oligodendrocytes are re-
duced or absent and reactive astrocytes are present.

Cerebellar degeneration of alcoholics is clinically
manifested by truncal instability, lower extremity
ataxia, and wide-based gait, symptoms appearing
gradually over months or years.? The pathogenesis is
still unknown and may be due to the direct toxic
effect of alcohol or to thiamine deficiency, or from
rapid correction or overcorrection of hyponatremia
similar to central pontine myelinolysis. Grossly, the
folia of the rostral vermis and anterosuperior cerebel-
lar hemispheres are atrophic and shrunken with wid-
ened interfolial sulci. This is best demonstrated by a
sagittal section through the vermis rather than the
usual coronal sectioning. Microscopically, the folial
crests are more severely affected than the depths of
the interfolial sulci in contrast to anoxic-ischemic
injury. There is Purkinje cell loss, patchy granular cell
loss, molecular layer atrophy, and gliosis with Bregmann glial proliferation.

Acute alcohol intoxication can cause death due to central cardiopulmonary paralysis.?
While blood ethanol concentrations over 450 to 500 mg/dL are usually considered lethal,
there is considerable variability due to tolerance. Children are considered more susceptible to
the lethal effects than are adults. Cerebral edema may be present or the neuropathologic
examination may be normal. Delirium tremens or withdrawal seizures are not associated with
any specific neuropathologic abnormalities.?

Chronic alcohol use may be associated with cerebral atrophy, although this is a disputed
effect of alcoholism.? The cerebral atrophy involves the upper dorsolateral frontal lobes and
may extend inferiorly to the inferior frontal gyri and posteriorly to the superior parietal lobule.!
There is mild ventricular enlargement. Microscopic changes are not specific. The cerebral
atrophy may be associated with a dementia that is potentially reversible at its early stages.’?

Fetal alcohol syndrome is a constellation of birth defects found in children of alcohol-
abusing mothers. It is the most common cause of birth defect associated with mental retarda-
tion. Other clinical manifestations include irritability, seizures, hypotonia, and cerebellar
dysfunction. The neuropathologic findings are non-specific and include microcephaly, com-
pensatory hydrocephalus, neuroglial heterotopia of the ventricles or leptomeninges, and
atrophy or hypoplasia of the cerebellum or centrum semiovale.31°

Thiamine deficiency is responsible for the clinical manifestations (gaze paralysis, ataxia,
nystagmus, and mental confusion) of Wernicke’s encephalopathy and Korsakoft psychosis
(retrograde amnesia, impaired short-term memory) seen in alcoholics.? The morphologic
features (seen in 1.7 to 2.7% of consecutive autopsies)!! include petechiae and pink discolora-
tion of the mammillary bodies (Figure 2.4.2), hypothalamus, periventricular region of the
thalamus, periaqueductal grey matter, and beneath the floor of the fourth ventricle.! The
lesions are bilateral and symmetric when present. These gross features are seen in only 50% of
acute cases,!? therefore microscopic examination is essential. The lesions vary with the stage and
severity of the deficiency. Acute lesions consist of dilated, congested capillaries with perivas-
cular ball and ring hemorrhages and ischemic neuronal changes (Figure 2.4.3). Chronic lesions
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Figure 2.4.2 Coronal section of cerebrum demonstrates the mammillary body hemorrhage in Wernicke-
Korsakoff syndrome.

Figure 2.4.3 Ball hemorrhage, capillary proliferation, and gliosis are present in this alcoholic with
Wernicke encephalopathy (Hematoxylin and eosin, 20x).

have vascular endothelial cell swelling and proliferation and gliosis. Affected blood vessels may
have irregular or bead-like swellings.

2.4.2 COMMONLY ABUSED DRUGS

2.4.2.1 Excited Delirium

Excited delirium is a drug-induced delirium or psychosis accompanied by agitation and
hyperthermia, and often ending with respiratory arrest and sudden death. Cocaine is the drug
most often implicated in this syndrome,!? but amphetamines have also been implicated in some
cases. The syndrome is not due to any contaminants that may accompany the cocaine sample.

The pathogenesis of cocaine-induced excited delirium is unknown. One hypothesis is that
cocaine initially elevates brain dopamine levels causing the delirium. This cocaine-induced
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Table 2.4.2.1 Comparison Between Neuroleptic Malignant
Syndrome and Cocaine-Induced Agitated

Delirium

Symptom NMS Cocaine delirium
Hyperthermia ++ ++
Delirium ++ ++
Agitation + ++
Akinesia/rigidity =~ ++ +

++ = present in almost all cases; + = present in many
cases; + = may occur late during syndrome'®

brain dopamine elevation has been demonstrated in animals.!* The syndrome is thought to be
similar to the neuroleptic malignant syndrome (NMS) in Parkinson disease patients withdrawn
from levodopa, a dopaminergic drug. Patients experience hyperthermia, autonomic instability,
and delirium (see Table 2.4.2.1). NMS is characterized by diffuse muscular rigidity, but this
is not seen in cocaine-induce excited delirium. One author has suggested that akinesia of the
respiratory muscles may be the fatal mechanism of sudden death in these victims.!The
neurochemical alterations underlying the cocaine-related syndrome have recently been charac-
terized and are described in Chapter 6.

There are no specific gross or microscopic findings in victims dying of cocaine- induced
agitated delirium. A postmortem core body temperature (if taken soon after death) will be
clevated. A thorough postmortem examination is essential to rule out other causes of sudden
death. Cocaine and its metabolites must be present in toxicology specimens. Victims dying of
agitated delirium have postmortem blood cocaine concentrations (average = 0.6 mg/L with
range of 0.14 to 0.92 mg/L) that are 10 times lower than those concentrations in cocaine
overdose victims.!”

Agitated delirium may occur following cocaine ingestion by all routes of administration
(snorting, smoking, injection), except chewing coca leaves. The majority of victims are men.
Soon after cocaine ingestion, the person becomes paranoid, delirious, and aggressive. The
victim is often seen running, yelling, breaking glass and overturning furniture, disrobing, and
hiding. Witnesses report that the person has unexpected strength. The victim often becomes
calm and quiet before having a cardiopulmonary arrest, often during police custody or medical
transport.

This disorder is frequently accompanied by sudden death. Restraint procedures that could
compromise respiration should be avoided. The restrained person should be closely observed,
especially after the agitation subsides.!8

2.4.2.2 Cerebral Hemorrhage

Drug-induced cerebrovascular disease or stroke is any non-traumatic intracerebral hemorrhage
(including subarachnoid hemorrhage) or cerebral infarction that results directly or indirectly
from drug ingestion. An accurate clinical history and/or positive toxicologic testing corrobo-
rates the recent drug ingestion. Forty-seven percent of patients who are under 35 years old and
present with an acute stroke have drug use as a predisposing condition.! Clinically, a patient
with cerebrovascular disease presents with sudden loss of function, neurologic deficit, and
involvement of the corresponding vascular supply. If the blood vessel is occluded, ischemia and
infarction occur. If the vessel is damaged, hemorrhage results.

Cocaine is frequently associated with intracerebral hemorrhage.?%23 Other stimulant drugs
including amphetamine,'??* phenylpropanolamine,?® phencyclidine,?® pseudoephedrine,?® and
methylphenidate!?> have been associated with intracranial hemorrhage.
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Figure 2.4.4 There is an occlusive thrombus in the basilar artery of this 28-year-old cocaine addict.

Cocaine blocks the uptake of catecholamines at adrenergic nerve endings, thus potentiat-
ing sympathetic responses and causing a dose dependent elevation of arterial pressure and heart
rate in humans?® and dogs.?” Amphetamines can also produce transient hypertension and
tachycardia. Intracerebral hemorrhage is postulated to occur from a sudden marked elevation
in systemic blood pressure in susceptible persons with pre-existing vascular malformations such
as arteriovenous malformations, berry aneurysms, or Charcot- Bouchard microaneurysms in
hypertensive individuals. Another postulated mechanism of intraparenchymal hemorrhage in
cocaine users is acute increased cerebral blood flow into an area of ischemia produced by prior
cocaine-induced vasoconstriction.?® Interestingly, intrauterine exposure to cocaine does not
influence the prevalence or severity of intraventricular hemorrhage in the preterm infant.?

Cocaine can cause cerebral infarction by arterial thrombosis, arterial embolism, arterial
spasm, and circulatory compromise with secondary cerebral hypoperfusion. In the latter case,
cocaine can cause acute myocardial infarction or ventricular arrhythmia resulting in hypoten-
sion and secondary cerebral hypoperfusion.

The middle cerebral artery is most commonly affected with resulting sudden paraplegia.3°
The anterior cerebral, posterior cerebral, and basilar/vertebral arteries can also be affected
causing a variety of clinical signs and symptoms (Figures 2.4.4 and 2.4.5). Most victims develop
symptoms suddenly within 3 hours of cocaine ingestion. Other victims wake up with the
neurologic deficit after heavy drug use the previous evening.

The most common sites of cocaine-induced intracerebral hemorrhage are the cerebral
hemispheres (57%) followed by the putamen (18%), and subarachnoid and intraventricular sites
(Figure 2.4.6 and 2.4.7). Cocaine-induced subarachnoid hemorrhage is usually due to rupture
of a pre-existing arteriovenous malformation or berry aneurysm of the cerebral arteries®
(Figure 2.4.8). In a recent retrospective study from San Diego, 21% of victims dying from
ruptured berry aneurysms had cocaine or methamphetamine (or both) in their postmortem
blood.3! This was higher than the 5% incidence of cocaine or methamphetamine intoxication
in all adult autopsies from the same jurisdiction. If no vascular malformation is found to explain
the subarachnoid hemorrhage in a drug addict, one must consider a traumatic cause for the
subarachnoid hemorrhage (such as extracranial veretebral artery laceration)3? before ascribing
it to cocaine or another stimulant. Intraparenchymal hemorrhage due to cocaine use can occur
in sites typical of patients with hypertension-related intracerebral hemorrhage. The blood
vessels, when examined, are usually normal grossly and microscopically.3® Charcot-Bouchard
microaneurysms, typically seen in hypertensive cerebral hemorrhage,?* are not seen in drug-
induced intracerebral hemorrhage.
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Figure 2.4.5 There is an irregular zone of infarction in the basis pontis of the victim in Figure 2.4.4. He
was found comatose at home.

g8 758

Figure 2.4.6 This 35-year-old woman developed an acute intracerebral hematoma after cocaine use.
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Figure 2.4.7 This brown slit-like cavity in the frontal white matter is all that remains of a previous
cocaine-induced intracerebral hemorrhage.

Figure 2.4.8 Subarachnoid hemorrhage in cocaine abusers is often due to a berry aneurysm that ruptures
from the sudden blood pressure elevation caused by cocaine.
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Patients are usually in their third to fifth decades of life with both men and women affected.
Intracerebral hemorrhage occurs after snorting, smoking, or injecting cocaine. The time
between drug use and symptom onset is usually within 3 hours, but can range from immediate
to 12 hours. Most patients present with acute headache or are comatose. Confusion is a less
frequent presenting symptom. There is a 36% mortality rate in patients who present to the
emergency room with acute stroke strongly linked to recent drug use.!®

2.4.2.3 Vasculitis

Cerebral vasculitis has been associated with cocaine and amphetamine use. The association
between cerebral vasculitis and cocaine use is tenuous and only supported by a few (eight) case
reports, some of which have only angiographic evidence (“beading” or segmental arterial
narrowing) of vasculitis with no histologic confirmation (Table 2.4.2). The remaining case
reports have histologic evidence of vasculitis but no angiographic narrowing or other abnor-
malities.3”#0 Half of the victims presented with encephalopathy and coma without intracranial
hemorrhage or infarction. The other half presented with intracerebral hemorrhage or cerebral
infarction. Transient ischemic attacks (TIA) with multifocal segmental arterial stenoses on
angiography have been reported in chronic cocaine users. All these patients were young (mean
age = 28 years with age range = 22 to 36) with multiple routes of drug administration used
(nasal insufflation, smoking, intravenous injection). Histologic examination demonstrated
acute and chronic small vessel inflammation. Four cases had lymphocytic infiltration in the
cerebral blood vessels. Two cases had polymorphonuclear leukocyte infiltration in the small
arteries and venules of the brain. No giant cells or granulomas were seen in any case. The
pathogenesis of cocaine-associated cerebral vasculitis remains unknown. Metamphetamine and
structurally related drugs have reportedly caused necrotizing cerebral vasculitis.

2.4.2.4 Seizures

Drug-induced seizures are seizures that occur after the ingestion of a drug and are not caused
by other pathologic processes (intracranial hemorrhage, blunt head trauma). The drug inges-
tion should be corroborated by an accurate clinical history or positive toxicology testing.

Cocaine has been reported to lower the threshold for seizures and commonly causes
seizures.*? Also cocaine was the most common drug of abuse detected in one series of patients
with seizure activity as the primary admitting diagnosis.*? In this series, cocaine was more likely
to cause brief, self-limiting seizures compared to the other drugs of abuse (amphetamine,
methamphetamine, phencyclidine, sedative-hyponotic withdrawal). Seizure initiation depends
not only on binding with serotonin transporter sites but also brain muscarinic and sigma
binding sites.**

There are no specific gross or microscopic neuropathologic findings in fatal cocaine-
induced seizure victims. Tongue contusions are non-specific findings in patients who die of
terminal seizures (Figure 2.4.9).

Cocaine-induced seizures are a common neurologic complication (2.3 to 8.4% of cocaine
victims present with seizures to the emergency room)*® and affects both men and women.*¢
The average age is 27 years with a range of 17 to 42 years. Seizures occur after snorting,
smoking, or injecting cocaine. The seizures are usually generalized, tonic- clonic, isolated, and
self-limiting. They usually last less than 5 minutes and can occur with first-time and chronic
cocaine users. The interval between cocaine ingestion and seizure onset varies from minutes to
12 hours. In one emergency room study, 1 of 137 patients (8%) with cocaine intoxication
presented with seizures as their chief problem and none died.*®
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Table 2.4.2.2 Reported Cases of Cocaine-Associated Vasculitis

Report
Kaye,
1987

Klonoff,
1989
Krendel,
1990

Krendell,
1990

Fredericks,
1991
Morrow,
1993

Merkel,

1995

Merkel,
1995

Age/
Sex

22 M

29 F

36 M

31F

32 M

25 F

32 M

20 M
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Route
Nasal

Smoke

Smoke

Smoke,

v

Nasal,
v
Nasal

Nasal

Nasal

Clinical
syndrome

Cerebral

infarct

ICH

Weakness,
dysarthria,
confusion

Coma,
cerebral

edema

Confusion,
ataxia
Seizure,

coma

ICH

ICH

Angiogram
Beading,
occlusion,
narrowing
Beading,
narrowing
Occlusion,

narrowing

Normal

Normal

Not done

Normal

Narrowing

Time
interval

Unknown

Unknown

3.5 weeks

42 days

13 days

5 days

2 days

<6 months

Pathology

None

None

Acute vasculitis, small cortical
vessels, cortical infarct with
multinucleated giant cells
Lymphocytic infiltration, small
vessels and larger vessels
normal, no granulomas,
multiple cystic, necrotic and
gliotic areas in white matter
with multinucleated giant cells
Lymphocytic infiltration, small
vessels and endothelial swelling
Lymphocytic infiltration in small
vessels of cortex and brainstem,
small infarcts, cerebral edema
with diffuse encephalomalacia
Non-necrotizing leukocytoclastic
vasculitis, neutrophils and
mononuclear cells in venules
Neutrophil infiltration and
fibrinoid degeneration in small

arterioles and veins

Outcome

Improvement with steroids

Stabilized after hematoma removed

Improvement with steroids

Death

Improvement with steroids

Death

Improvement without steroids

Partial recovery



Figure 2.4.9 This cross-section of tongue demonstrates the contusions that may be seen in drug-
induced seizures.

2.4.2.5 Parkinsonism

Parkinson’s syndrome has been reported in addicts who receive the synthetic meperidine
analog contaminated with MPTP (1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine). MPTP is
produced during the careless synthesis of MPPP (1-methyl-4-phenyl-4-propionoxypiperidene)
often in clandestine laboratories. Neurotoxic symptoms include resting tremor, rigidity, bradyki-
nesia, and other signs and symptoms of Parkinsonism. Neuropathologic examination has
demonstrated substantia nigra degeneration confined to the zona compacta. There is astrocytosis,
focal gliosis, and extraneuronal melanin pigment.*” MPPP contaminated with MPTP has been
reported to produce Parkinson’s syndrome within days of injecting this drug mixture.*® MPTP-
induced Parkinson’s syndrome can also result from snorting the drug.*® The severe rigidity that
results from MPTP-induced Parkinonism has been implicated in the asphyxiation death of one
victim who was unable to move his head from a suffocating posture.’® Postmortem neuro-
pathologic examination also revealed severe neuronal loss in his substantia nigra.

2.4.2.6 Anoxic Ischemic Encephalopathy

Drugs of abuse commonly produce anoxic-ischemic encephalopathy.®!-*3 This can occur from
insufficient oxygen reaching the blood from the lungs, insufficient oxygen carriage, or inad-
equate cerebral blood perfusion. This is a common mechanism in drug abusers who have a
delayed death after drug intoxication.

The morphology of anoxic-ischemic encephalopathy is variable with preferentially affected
areas in the brain. In the gray matter, the watershed zones are commonly affected with laminar
necrosis involving lamina zones III, V, VI. The hl segment (Sommer’s sector) and endplate
in the hippocampus is commonly involved. Other vulnerable sites include the Purkinje cells of
the cerebellum and the caudate and putamen. The brain is often swollen and soft with a pale
or dusky gray matter. Laminar necrosis may be apparent if sufficient time has elapsed between
the time of anoxia and death. Microscopic changes are not recognizable until 6 to 8 hours after
the anoxic-ischemic insult. The affected neurons become shrunken with eosinophilic cytoplasm
and nuclear pyknosis, and gradually disappear. There is also non- specific capillary proliferation
with endothelial swelling, spongiform change, and gliosis in the affected neuropil.

© 1998 by CRC Press LLC



Figure 2.4.11 Within the necrotic cerebral cavities on the patient in this figure are branching, septated
fungi (Gomori methanamine silver, 80x).

2.4.2.7 Drug-Associated Central Nervous System Infections

Primary fungal cerebritis due to Rhizopus has been reported in cocaine,* heroin,*** and
amphetamine®® users with no other systemic foci identified at autopsy. The victims are usually
men in their 3rd or 4th decades of life and present with hemiplegia, facial weakness, and
headache. The brain lesions are usually multiple with frequent bilateral involvement of the basal
ganglia. The phycomycoses are angiotrophic fungi that commonly occlude and invade the
cerebral blood vessels causing hemorrhagic infarcts. Fungal cerebritis or meningitis have been
reported in intravenous drug abusers (Figures 2.4.10 and 2.4.11) with HIV infection. In
addition to fungal cerebritis, HIV-infected intravenous drug abusers can develop a large variety
of central nervous infections and neoplasms (Table 2.4.2.3) and thus fulfill the criterion for
AIDS. Intravenous drug abusers may develop multifocal brain abscesses or cerebritis from
embolic vegetations arising from valvular endocarditis.®! Nasal insufflation of drugs can also
cause frontal sinusitis and overlying frontal lobe abscess.®?
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Table 2.4.2.3 Central Nervous System Infections in Intravenous Drug Abusers with AIDS

10.
11.

12.

13.

14.

15.

HIV encephalitis

Progressive multifocal leukoencephalopathy

Cytomegalovirus ventriculitis and cerebritis

Toxoplasma cerebritis

Cryptococcal meningitis and cerebritis

Histoplasma cerebritis

Nocardia cerebritis

Mycobacterium infections (including tuberculosis, avian-intracellulare)
Fungal meningitis and cerebritis (Candida, Aspergillus, Rhizopus
Cysticercosis

Entameba histolytica

Acanthameba castellani
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2.5 MISCELLANEOUS COMPLICATIONS

CHARLES V. WErLl, M.D.

SurroLK County MepicAL EXAMINER, HAPPAUGE, NEW YORK

The most frequently encountered renal abnormality among drug abusers seen today is
myoglobinuric nephrosis secondary to cocaine-induced rhabdomyolysis. These are frequently
seen in victims of drug-induced excited delirium accompanied by hyperpyrexia and intense
muscular activity.! Survival for several days reveals, at autopsy, massive necrosis of skeletal
muscle which is easily identified because of its distinctive yellow (instead of dark brown)
coloration.? These deaths are invariably marked by pronounced elevations in serum creatine
kinase, profound hypotension, and disseminated intravascular coagulation. Abuse of stimulant
drugs has also been associated with renal artery thrombosis and infarction, and renal vasculitis.!
Maternal cocaine abuse has been associated with a plethora of fetal anomalies, most notably
urogenital abnormalities such as hydronephrosis and atresia of the distal ureters.!

Heroin addicts may develop the nephrotic syndrome secondary to bacterial endocarditis,
renal amyloidosis, or heroin-associated nephropathy (HAN). The latter is characterized by
focal segmental (occasionally global) glomerulosclerosis.! The etiology is probably immuno-
logic, but there is also evidence favoring an ischemic glomerulopathy.3

Liver damage from drug abuse is often related to direct drug toxicity, allergic or idiosyn-
cratic reactions, or various forms of hepatitis.* Alcohol-induced fatty change, alcoholic hepatitis
and cirrhosis are well-known entities which may exacerbate the effects of other drugs of abuse
taken concomittantly. Hepatic damage from cocaine has been induced in laboratory animals®
but does not appear to occur in humans.»¢ Intravenous heroin addiction has been associated
with a sometimes intense lymphoid infiltrate (occasionally with germinal centers) of the portal
zones,” often referred to as “triaditis”. This appears to be independent of viral hepatitis and may
represent an immunologic phenomenon. These infiltrates are, however, not invariable with
intravenous drug abusers and may be seen in apparently normal people (but usually to a lesser
degree). Another nonspecific but fairly typical finding in heroin addicts is mild to moderate
hepatosplenomegaly, sometimes associated with enlarged lymph nodes of the porta hepatis or
celiac axis, and lymphoid hyperplasia of the spleen.”

The pathology of drug abuse will continue to evolve as people continue to abuse drugs
over the years. The long term cardiovascular damage from chronic cocaine abuse is coming into
focus, and other organ damage (e.g., of the central nervous system) may become apparent in
the years to come. Drugs are constantly being rediscovered and wax and wane in recreational
popularity; other drugs appear which are new. All have, or will have, the potential for severe
morbidity and death through behavioral modification, acute toxicity and overdose, and long
term functional and structural damage to the body. Unfortunately, it takes years and many
fatalities before the pathology of newly abused drugs becomes evident.
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3.4 Toxicokinetics
3.5 Factors Affecting Pharmacokinetic Parameters
3.5.1 Genetic Factors
3.5.2 Sex Differences
3.5.3 Age
3.5.4 Drug and Disease Interactions
3.6 Pharmacokinetics of Specific Drugs
3.6.1 Amphetamine
3.6.1.1 Absorption
3.6.1.2 Distribution
3.6.1.3 Metabolism and Excretion
3.6.2 Methamphetamine
3.6.2.1 Absorption
3.6.2.2 Metabolism and Excretion
3.6.3 3,4-Methylenedioxyamphetamine
3.6.4 3,4-Methylenedioxymethamphetamine
3.6.5 Barbiturates
3.6.5.1 Pharmacology
3.6.5.2 Absorption
3.6.5.3 Distribution
3.6.5.4 Metabolism and Elimination
3.6.8 Benzodiazepines
3.6.8.1 Pharmacology
3.6.8.2 Absorption
3.6.8.3 Distribution
3.6.8.4 Metabolism and Elimination
3.6.9 Cocaine
3.6.9.1 Pharmacology
3.6.9.2 Absorption
3.6.9.3 Distribution
3.6.9.4 Metabolism
3.6.9.5 Elimination
3.6.10 Lysergic Acid Diethylamide
3.6.10.1 Pharmacology
3.6.10.2 Absorption
3.6.10.3 Distribution
3.6.10.4 Metabolism and Excretion
3.6.11. Marijuana
3.6.11.1 Pharmacology
3.6.11.2 Absorption
3.6.11.3 Distribution
3.6.11.4 Metabolism and Excretion
3.6.12 Opioids
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3.6.12.1 Morphine
3.6.12.1.1 Pharmacology
3.6.12.1.2 Absorption
3.6.12.1.3 Distribution
3.6.12.1.4 Metabolism and Excretion

3.6.12.2 Heroin

3.6.12.3 Methadone

3.6.13 Phencyclidine

3.6.13.1 Pharmacology

3.6.13.2 Absorption

3.6.13.3 Distribution

3.6.13.4 Metabolism and Excretion

Pharmacokinetics is defined as the study of the quantitative relationship between administered
doses of'a drug and the observed plasma/blood or tissue concentrations.! The pharmacokinetic
model is a mathematical description of this relationship. Models provide estimates of certain
parameters, such as elimination half-life, which provide information about basic drug proper-
ties. The models may be used to predict concentration vs. time profiles for different dosing
patterns.

The field of pharmacokinetics is concerned with drug absorption, distribution, biotrans-
formation, and excretion or elimination. These processes, in addition to the dose, determine
the concentration of drug at the effector or active site and, therefore, the intensity and duration
of drug effect. The practice of pharmacokinetics has been used in clinical medicine for many
years in order to optimize the efficacy of medications administered to treat disease. Through
a consideration of pharmacokinetics, physicians are able to determine the drug of choice, dose,
route and frequency of administration and duration of therapy, in order to achieve a specific
therapeutic objective. In the same manner, study of the pharmacokinetics of abused drugs aids
investigators in addiction medicine, forensic toxicology, and clinical pharmacology in under-
standing why particular drugs are abused, factors that affect their potential for abuse, how their
use can be detected and monitored over time, and also provide a rational, scientific basis for
treatment therapies.

3.1 BASIC CONCEPTS AND MODELS

3.1.1 TRANSFER ACROSS BIOLOGICAL MEMBRANES

The processes of absorption, distribution, biotransformation, and elimination of a particular
substance involve the transfer or movement of a drug across biological membranes. Therefore,
it is important to understand those properties of cell membranes and the intrinsic properties
of drugs which affect movement. Although drugs may gain entry into the body by passage
through a single layer of cells, such as the intestinal epithelium, or through multiple layers of
cells, such as the skin, the blood cell membrane is a common barrier to all drug entry and
therefore is the most appropriate membrane for general discussion of cellular membrane
structure. The cellular blood membrane consists of a phospholipid bilayer of 7 to 9 nm
thickness with hydrocarbon chains oriented inward and polar head groups oriented outward.
Interspersed between the lipid bilayer are proteins, which may span the entire width of the
membrane permitting the formation of aqueous pores.? These proteins act as receptors in
chemical and electrical signaling pathways and also as specific targets for drug actions.® The
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lipids in the cell membrane may move laterally, confering fluidity at physiological temperatures
and relative impermeability to highly polar molecules. The fluidity of plasma membranes is
largely determined by the relative abundance of unsaturated fatty acids. Between cell mem-
branes are pores which may permit bulk flow of substances. This is considered to be the main
mechanism by which drugs cross the capillary endothelial membranes, except in the central
nervous system which possesses tight junctions that limit intercellular diffusion.?

Physicochemical properties of a drug also affect its movement across cell membranes.
These include its molecular size and shape, solubility, degree of ionization, and relative lipid
solubility of its ionized and nonionized forms. Another factor to consider is the extent of
protein binding to plasma and tissue components. Although such binding is reversible and
usually rapid, only the free unbound form is considered capable of passing through biological
membranes.

Drugs cross cell membranes through passive and active or specialized processes. Passive
movement across biological membranes is the dominant process in the absorption and distri-
bution of drugs. In passive transfer, hydrophobic molecules cross the cell membrane by simple
diffusion along a concentration gradient. In this process there is no expenditure of cellular
energy. The magnitude of drug transfer in this manner is dependent on the magnitude of the
concentration gradient across the membrane and the lipid:water partition coefficient. Once
steady state has been reached, the concentration of free (unbound) drug will be the same on
both sides of the membrane. The exception to this situation is if the drug is capable of
ionization under physiological conditions. In this case, concentrations on either side of the cell
membrane will be influenced by pH differences across the membrane. Small hydrophilic
molecules are thought to cross cell membranes through the aqueous pores.* Generally, only
unionized forms of a drug cross biological membranes due to their relatively high lipid
solubility. The movement of ionized forms is dependent on the pKa of the drug and the pH
gradient. The partitioning of weak acids and bases across pH gradients may be predicted by
the Henderson-Hasselbalch equation. For example, an orally ingested weakly acidic drug may
be largely unionized in the acidic environs of the stomach but ionized to some degree at the
neutral pH of the plasma. The pH gradient and difference in the proportions of ionized/
nonionized forms of the drug promote the diffusion of the weak acid through the lipid barrier
of the stomach into the plasma.

Water moves across cell membranes either by the simple diffusion described above or as
the result of osmotic differences across membranes. In the latter case, when water moves in
bulk through aqueous pores in cellular membranes due to osmotic forces, any molecule that
is small enough to pass through the pores will also be transferred. This movement of solutes
is called filtration. Cell membranes throughout the body possess pores of different sizes; for
example, the pores in the kidney glomerulus are typically 70 nm, but the channels in most cells
are < 4 nm.?

The movement of some compounds across membranes cannot be explained by simple
diffusion or filtration. These are usually high molecular weight or very lipid soluble substances.
Therefore, specialized processes have been postulated to account for the movement. Active
processes typically involve the expenditure of cellular energy to move molecules across biologi-
cal membranes. Characteristics of active transport include selectivity, competitive inhibition,
saturability, and movement across an electrochemical or concentration gradient. The drug
complexes with a macromolecular carrier on one side of the membrane, traverses the mem-
brane and is released on the other side. The carrier then returns to the original surface. Active
transport processes are important in the elimination of xenobiotics. They are involved in the
movement of drugs in hepatocytes, renal tubular cells and neuronal membranes. For example,
the liver has four known active transport systems, two for organic acids, one for organic bases,
and one for neutral organic compounds.? A different specialized transport process is termed
facilitated diffusion. This transport is similar to the carrier mediated transport described above
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except that no active processes are involved. The drug is not moved against an electrochemical
or concentration gradient and there is no expenditure of energy. A biochemical example of
such transport is the movement of glucose from the gastrointestinal tract through the intestinal
epithelium.

3.1.1.1 Absorption

In order for a drug to exert its pharmacological effect, it must first gain entry into the body,
be absorbed into the bloodstream and transported or distributed to its site of action. This is
true except in the case of drugs that exert their effect locally or at the absorption site. The
absorption site, or port of entry, is determined by the route of drug administration.

Routes of administration are either enteral or parenteral. The former term denotes all
routes pertaining to the alimentary canal. Therefore, sublingual, oral, and rectal are enteral
routes of administration. All other routes, such as intravenous, intramuscular, subcutaneous,
dermal, vaginal, and intraperitoneal, are parenteral routes.

Absorption describes the rate and extent to which a drug leaves its site of administration
and enters the general circulation. Factors which, therefore, affect absorption include: the
physicochemical properties of the drug which determine transfer across cell membranes as
described carlier; formulation or physical state of the drug; site of absorption; concentration
of drug; circulation at absorption site; and area of absorbing surface.

3.1.1.1.1 Gastrointestinal

Absorption of drug may occur at any point along the tract including the mouth, stomach,
intestine, and rectum. Because the majority of drugs are absorbed by passive diffusion, the
nonionized, lipid soluble form of the drug is favored for rapid action. Therefore, according to
the Henderson-Hasselbalch equation, the absorption of weak acids should be favored in the
stomach and the absorption of weak bases in the alkaline environment of the small intestine.
However, other factors such as relative surface area will influence absorption. The stomach is
lined by a relatively thick mucus-covered membrane to facilitate its primary function of
digestion. In comparison, the epithelium of the small intestine is thin, with villi and microvilli
providing a large surface area to facilitate its primary function of absorption of nutrients.
Therefore, any factor that increases gastric emptying will tend to increase the rate of drug
absorption, regardless of the ionization state of the drug.

The G.I. tract possesses carrier mediated transport systems for the transfer of nutrients and
electrolytes across the gastric wall. These systems may also carry drugs and other xenobiotics
into the organism. For example, lead is absorbed by the calcium transporter.® Absorption also
depends on the physical characteristics of a drug. For example, a highly lipid soluble drug will
not dissolve in the stomach. In addition, solid dosage forms will have little contact with gastric
mucosa and the drug will not be absorbed until the solid is dissolved. Further, the particle size
affects absorption, since dissolution rate is proportional to particle size.® Compounds that
increase intestinal permeability or increase the residence time in the intestine by altering
intestinal motility will thereby increase absorption of other drugs through that segment of the
alimentary canal.

Once a drug has been absorbed through the G.I. tract, the amount of the compound that
reaches the systemic circulation depends on several factors. The drug may be biotransformed
by the G.I. cells or removed by the liver through which it must pass. This loss of drug before
gaining access to the systemic circulation is known as the first pass effect.

Although oral ingestion is the most common route of G.I. absorption, drugs may be
administered sublingually. Despite the small surface area for absorption, certain drugs which
are nonionic and highly lipid soluble are effectively absorbed by this route. The drugs
nitroglycerin and buprenorphine are administered by this route. The blood supply in the

© 1998 by CRC Press LLC



mouth drains into the superior vena cava and because of this anatomic characteristic, drugs are
protected from first pass metabolism by the liver.

Although an uncommon route by which abused drugs are self-administered, rectal admin-
istration is used in medical practice when vomiting or other circumstances preclude oral
administration. Approximately 50% of the drug that is absorbed will bypass the liver.? The
disadvantage of this route for drug absorption is that the process is often incomplete and
irregular and some drugs irritate the mucosal lining of the rectum.

3.1.1.1.2 Pulmonary

Gases, volatile liquids, and aerosols may be absorbed through the lungs. Access to the
circulation by this route is rapid because of the large surface area of the lungs and extensive
capillary network in close association with the alveoli. In the case of absorption of gases and
volatilizable liquids, the ionization state and lipid solubility of the substance are less important
than in G.I. absorption. This is because diffusion through cell membranes is not the rate
limiting step in the absorption process. The reasons include low volatility of ionized molecules,
the extensive capillary network in close association with the alveoli resulting in a short distance
for diffusion, and the rapid removal of absorbed substances by the blood. Some substances may
not reach the lungs due to being deposited and absorbed in the mucosal lining of the nose.

Drugs may be atomized or volatilized and inhaled as droplets or particulates in air, a
common example being the smoking of drugs. The advantages of this route include rapid
transport into the blood, avoidance of first pass hepatic metabolism, and avoidance of the
medical problems associated with other routes of illicit drug administration. Disadvantages
include local irritant effect on the tissues of the nasopharynx and absorption of particluate
matter in the nasopharynx and bronchial tree. For a drug to be effectively absorbed it should
reach the alveoli. However, absorption of particulate matter is governed by particulate size and
water solubility. Particles with diameters >5 um are usually deposited in the nasopharyngeal
region;? particles in the 2 to 5 pm range are deposited in the tracheobronchiolar region and
particles 1 pm and smaller reach the alveolar sacs.

3.1.1.1.3 Dermal

The skin is impermeable to most chemicals. For a drug to be absorbed it must pass first through
the epidermal layers or specialized tissue such as hair follicles or sweat and sebaceous glands.
Absorption through the outer layer of skin, the stratum corneum, is the rate limiting step in
the dermal absorption of drugs. This outer layer consists of densely packed keratinized cells and
is commonly referred to as the “dead” layer of skin because the cells comprising this layer are
without nuclei. Drug substances may be absorbed by simple diffusion through this layer. The
lower layers of the epidermis, and the dermis, consist of porous nonselective cells which pose
little barrier to absorption by passive diffusion. Once a chemical reaches this level, it is then
rapidly absorbed into the systemic circulation because of the extensive network of venous and
lymphatic capillaries located in the dermis. Drug absorption through the skin depends on the
characteristics of the drug and on the condition of the skin. Since the stratum corneum is the
main barrier to absorption, damage to this area by sloughing of cells due to abrasion or burning
enhances absorption, as does any mechanism which increases cutaneous blood flow. Hydration
of the stratum corneum also increases its permeability and therefore enhances absorption of
chemicals.

3.1.1.1.4 Parenteral Injection

Drugs are often absorbed through the G.I. tract, lungs, and skin but many illicit drugs have
historically been self-administered by injection. These routes typically include intravenous,
intramuscular, and subcutaneous administration. The intravenous route of administration
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introduces the drug directly into the venous bloodstream, thereby eliminating the process of
absorption altogether. Substances that are locally irritating may be administered intravenously
since the blood vessel walls are relatively insensitive. This route permits the rapid introduction
of drug to the systemic circulation and allows high concentrations to be quickly achieved.
Intravenous administration may result in unfavorable physiological responses because once
introduced, the drug cannot be removed. This route of administration is dependent on
maintaining patent veins and can result in extensive scar tissue formation due to chronic drug
administration. Insoluble particulate matter deposited in the blood vessels is another medical
problem associated with the intravenous route.

Intramuscular and subcutaneous administration involves absorption from the injection site
into the circulation by passive diffusion. The rate of absorption is limited by the size of the
capillary bed at the injection site and by the solubility of the drug in the interstitial fluid.? If
blood flow is increased at the administration site, absorption will be increased.

3.1.1.2 Distribution

After entering circulation, drugs are distributed throughout the body. The extent of distribu-
tion is dependent on the physicochemical properties of the drug and physiological factors.
Drugs cross cell membranes throughout the body by passive diffusion or specialized transport
processes. Small water soluble molecules and ions cross cell membranes through aqueous pores
whereas lipid soluble substances diffuse through the membrane lipid bilayer. The rate of
distribution of a drug is dependent on blood flow and the rate of diffusion across cell mebranes
of various tissues and organs. The affinity of a substance for certain tissues also affects the rate
of distribution.

Because only unbound drug (the free fraction) is in equilibrium throughout the body,
disposition is affected by binding to or dissolving in cellular constituents. While circulating in
blood, drugs may be reversibly bound to several plasma proteins. For example, basic com-
pounds often bind to al-acid glycoprotein; acidic compounds bind to albumin. The extent of
plasma protein binding varies among drugs, nicotine is 5% bound whereas the barbiturate,
secobarbital, is 50% bound, and the benzodiazepine, diazepam is 96% bound.” The fraction of
drug that is bound is governed by the drug concentration, its affinity for binding sites, and the
number of binding sites. At low drug concentrations, the fraction bound is a function of the
number of binding sites and the dissociation constant, a measure of binding affinity. When
drug concentrations exceed the dissociation constant, concentration also governs the amount
of protein binding. Therefore, published protein binding fractions for drugs only apply over
a certain concentration range, usually the therapeutic concentration. Plasma protein binding
limits the amount of drug entering tissues. Because plasma protein binding of drugs is relatively
non-selective, drugs and endogenous substances compete for binding sites, and drug displace-
ment from binding sites by another substance can contribute to toxicity by increasing the free
fraction.

3.1.1.2.1 Binding to Tissue Constituents

In addition to binding to plasma proteins, drugs may bind to tissue constituents. The liver and
kidney have a large capacity to act as storage depots for drugs. The mechanisms responsible for
transfer of many drugs from the blood appear to be active transport processes.? Ligandin, a
cytoplasmic liver protein, has a high affinity for many organic acids while metallothionein binds
metals in the kidney and liver.

Lipid soluble drugs are stored in neutral fat by dissolution. Since the fat content of an obese
individual may be 50% body weight, it follows that large amounts of drug can be stored in this
tissue. Once stored in fat, the concentration of drug is lowered throughout the body, in the
blood and also in target organs. Any activity, such as dieting or starvation, which serves to
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mobilize fat, could potentially increase blood concentrations and hence contribute to an
increase in the risk of drug toxicity.

Drugs may also be stored in bone. Drugs diffuse from the extracellular fluid through the
hydration shell of the hydroxyapatite crystals of the bone mineral. Lead, fluoride, and other
compounds may be deposited and stored in bone. Deposition may not necessarily be detrimen-
tal. For example, lead is not toxic to bone tissue. However, chronic fluoride deposition results
in the condition known as skeletal fluorosis. Generally, storage of compounds in bone is a
reversible process. Toxicants may be released from the bone by ion exchange at the crystal
surface or by dissolution of the bone during osteoclastic activity. If osteolytic activity is
increased, the hydroxyapatite lattice is mobilized resulting in an increase in blood concentra-
tions of any stored xenobiotics.

3.1.1.2.2 Blood Brain Barrier

The blood-brain barrier is often viewed as an impenetrable barrier to xenobiotics. However,
this is not true and a more realistic representation is as a site that is less permeable to ionized
substances and high molecular weight compounds than other membranes. Many toxicants do
not enter the brain because the capillary endothelial cells are joined by tight junctions with few
pores between cells; the capillaries of the central nervous system are surrounded by glial
processes; and the interstitial fluid of the CNS has a low protein concentration. The first two
anatomical processes limit the entry of small- to medium-sized water soluble molecules,
whereas the entry of lipid soluble compounds is limited by the low protein content which
restricts paracellular transport. It is interesting to note that the permeability of the brain to
toxicants varies from area to area. For example, the cortex, area postrema, and pineal body are
more permeable than other regions.? This may be due to differences in blood supply or the
nature of the barrier itself. Entrance of drugs into the brain is governed by the same factors
that determine transfer across membranes in other parts of the body. Only the unbound
fraction is available for transfer and lipid solubility and the degree of ionization dictate the rate
of entry of drugs into the brain. It should be noted that the blood-brain barrier is not fully
developed at birth. In animal studies, morphine has been found to be 3 to 10 times more toxic
to newborns than adults.®

3.1.1.2.3 Pregnancy

During pregnancy, drugs may also be distributed from the mother to the fetus by simple
diffusion across the placenta. The placenta comprises several cell layers between the maternal
and fetal circulations. The number of layers varies between species and state of gestation. The
same factors govern placental drug transfer as movement by passive diffusion across other
membranes. The placenta plays an additional role in preventing transfer of xenobiotics to the
fetus by possessing biotransformation capabilities.

3.1.2 BIOTRANSFORMATION

Lipophilicity, a desirable drug characteristic for absorption and distribution across biological
membranes, is a hindrance to elimination. To prevent accumulation of xenobiotics, the body
chemically alters lipophilic compounds to more water soluble products. The sum of all the
processes that convert lipophilic substances to more hydrophilic metabolites is termed biotrans-
formation. These biochemical processes are usually enzymatic and are commonly divided into
Phase I and Phase II reactions.’ Phase I reactions generally expose or introduce a polar group
to the parent drug, thereby increasing its water solubility. These reactions are oxidative or
hydrolytic in nature and include N-and O-dealkylation, aliphatic and aromatic hydroxylation,
N-and S-oxidation, and deamination. These reactions usually result in loss of pharmacological
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activity, although there are numerous examples of enhanced activity. Indeed, formation of a
Phase I product is desirable in the case of administration of prodrugs.

Phase II reactions are conjugation reactions and involve covalent bonding of functional
groups with endogenous compounds. Highly water soluble conjugates are formed by combi-
nation of the drug or metabolite with glucuronic acid, sulfate, glutathione, amino acids, or
acetate. Again, these products are generally pharmacologically inactive or less active than the
parent compound. An exception is the metabolite, morphine-6-glucuronide. In this case,
glucuronidation at the 6-position increases the affinity of morphine for binding at the mu
receptor and results in equivalent or enhanced pharmacological activity.!?

The enzymes that catalyze the biotransformation of drugs are found mainly in the liver.
This is not surprising considering the primary function of the liver is to handle compounds
absorbed from the G.I. tract. In addition, the liver receives all the blood perfusing the
splanchnic area. Therefore, this organ has developed a high capacity to remove substances from
blood, and store, transform, and/or release substances into the general circulation. In its
primary role of biotransformation, the liver acts as a homogenous unit, with all parenchymal
cells or hepatocytes exhibiting enzymatic activity. In tissues involved in extrahepatic biotrans-
formation processes, typically only one or two cell types are used. Many organs have demon-
strated activity towards foreign compounds but the major extrahepatic tissues are those
involved in the absorption or excretion of chemicals. These include the kidney, lung, intestine,
skin, and testes. The main cells containing biotransformation enzymes in these organs are the
proximal tubular cells, clara cells, mucosa lining cells, epithelial cells, and seminiferous tubules,
respectively.

3.1.2.1 Phase I Enzymes

Phase I enzymes are located primarily in the endoplasmic reticulum of cells. These enzymes are
membrane bound within a lipoprotein matrix and are referred to as microsomal enzymes. This
is in reference to the subcellular fraction isolated by differential centrifugation of a liver
homogenate. The two most important enzyme systems involved in Phase I biotransformation
reactions are the cytochrome P-450 system and the mixed function amine oxidase. With the
advances in recombinant DNA technology, eight major mammalian gene families of hepatic
and extrahepatic cytochrome P-450 have been identified.? A comprehensive discussion of the
cytochrome P-450 system is beyond the scope of this chapter and the reader is referred to a
number of reviews.!''13 Briefly, this system is comprised of two coupled enzymes:
NADPH-cytochrome P-450 reductase and a heme containing enzyme, cytochrome P-450.
This complex is associated with another cytochrome, cytochrome bz with a reductase enzyme.
In reactions catalyzed by cytochrome P-450, the substrate combines with the oxidized form
of cytochrome P-450 (Fe3+) to form a complex. This complex accepts an clectron from
NADPH which reduces the iron in the cytochrome P-450 heme moiety to Fe2+. This reduced
substrate-cytochrome P450 complex then combines with molecular oxygen which in turn
accepts another electron from NADPH. In some cases, the second electron is provided by
NADH via cytochrome bs; Both electrons are transferred to molecular oxygen, resulting in a
highly reactive and unstable species. One atom of the unstable oxygen molecule is transferred
to the substrate and the other is reduced to water. The substrate then dissociates as a result,
regenerating the oxidized form of cytochrome P-450.

3.1.2.2 Phase Il Enzymes

Many of the Phase II enzymes are located in the cytosol or supernatant fraction after differential
centrifugation of a liver homogenate. These reactions are biosynthetic and therefore require
energy. This is accomplished by transforming the substrate or cofactors to high energy
intermediates. One of the major Phase II reactions is glucuronidation. The resultant glucu-
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ronides are eliminated in the bile or urine. The enzyme, uridine diphosphate (UDP)
glucuronosyltransferase is located in the endoplasmic reticulum. This enzyme catalyzes the
reaction between UDP-glucuronic acid and the functional group of the substrate. The location
of this enzyme means that it has direct access to the products of Phase I enzymatic reactions.
Another important conjugation reaction in humans is sulfation of hydroxyl groups. The
sulfotransferases are a group of soluble enzymes, classified as aryl, hydroxysteroid, estrone, and
bile salt sulfotransferases. Their primary function is the transfer of inorganic sulfate to the
hydroxyl moiety of phenol or aliphatic alcohols.

Another important family of enzymes is the glutathione -S-transferases which are located
in both the cytoplasm and endoplasmic reticulum of cells. The activity of the cytosolic
transferase is 5 to 40 times greater than the endoplasmic enzyme. These transferase enzymes
catalyze the reaction between the sulthydryl group of the tripeptide glutathione with sub-
stances containing electrophilic carbon atoms. The glutathione conjugates are cleaved to
cysteine derivatives, primarily in the kidney. These derivatives are then acetylated resulting in
mercapturic acid conjugates which are excreted in the urine.

Many factors affect the rate at which a drug is biotransformed. One of the important factors
is obviously the concentration of the drug at the site of action of biotransforming enzymes.
Physicochemical properties of the drug, such as lipophilicity, are important, in addition to dose
and route of administration. Certain physiological, pharmacological, and environmental factors
may also affect the rate of biotransformation of a compound. Numerous variables affect
biotransformation including sex, age, genetic polymorphisms, time of day or circadian rhythms,
nutritional status, enzyme induction or inhibition, hepatic injury, and disease states.

3.1.3 ELIMINATION

Drugs are excreted or eliminated from the body as parent compounds or metabolites. The
organs involved in excretion, with the exception of the lungs, eliminate water soluble com-
pounds more readily than lipophilic substances. The lungs are important for the elimination
of anaesthetic gases and vapors. The processes of biotransformation generally produce more
polar compounds for excretion. The most important excretory organ is the kidney. Substances
in the feces are mainly unabsorbed drugs administered orally or compounds excreted into the
bile and not reabsorbed. Drugs may also be excreted in breast milk'* and even though the
amounts are small, they represent an important pathway because the recipient of any drugs by
this route is the nursing infant.

For a comprehensive discussion of renal excretion of drugs, the reader is referred to Weiner
and Mudge.'®> Excretion of drugs and their metabolites involves three processes, namely,
glomerular filtration, passive tubular reabsorption, and active tubular secretion. The amount
of'a drug that enters the tubular lumen of the kidney is dependent on the glomerular filtration
rate and the fraction of drug that is plasma protein bound. In the proximal renal tubular
organic anions and cations are added to the filtrate by active transport processes. Glucuronide
drug metabolites are secreted in this way by the carrier mediated system for naturally occurring
organic acids. In the proximal and distal tubules of the kidney, the nonionized forms of weak
acids and bases are passively reabsorbed. The necessary concentration gradient is created by the
reabsorption of water with sodium. The passive reabsorption of ionized forms is pH dependent
because the tubular cells are less permeable to these moieties. Therefore, in the treatment of
drug poisoning, the excretion of some drugs can be increased by alkalinization or acidification
of the urine.

Under normal physiological conditions, excretion of drugs in the sweat, saliva, and by the
lacrimal glands is quantitatively insignificant. Elimination by these routes is dependent on pH
and diffusion of the unionized lipid soluble form of the drug through the epithelial cells of the
glands. Drugs excreted in saliva enter the mouth and may be reabsorbed and swallowed. Drugs
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have also been detected in hair and skin, and although quantitatively unimportant, these routes
may be useful in drug detection and therefore have forensic significance.

3.1.4 PHARMACOKINETIC PARAMETERS

Pharmacokinetics assumes that a relationship exists between the concentration of drug in an
accessable site, such as the blood, and the pharmacological or toxic response. The concentra-
tion of drug in the systemic circulation is related to the concentration of drug at the site of
action. Pharmacokinetics attempts to quantify the relationship between dose and drug dispo-
sition and provide the framework, through modeling, to interprete measured concentrations
in biological fluids.? Several pharmacokinetic parameters are utilized to explain various phar-
macokinetic processes. It is often changes in these parameters, through disease, genetic
abnormalities, or drug interactions, which necessitate modifications of dosage regimens for
therapeutic agents. The most important parameters are clearance, the ability of the body to
eliminate drug, volume of distribution, a measure of the apparent volume of the body available
to occupy the drug, bioavailability, the proportion of drug absorbed into the systemic circu-
lation, and half-life, a measure of the rate of drug elimination from the blood. These concepts
are discussed below.

3.1.4.1 Clearance

Clearance is defined as the proportionality factor that relates the rate of drug elimination to the
blood or plasma drug concentration:'®

Clearance = Rate of elimination/Concentration

In the above equation, the concentration term refers to drug concentration at steady state. The
units of clearance are volume per unit time and, therefore, this parameter measures the volume
of biological fluid, such as blood, that would have to have drug removed to account for drug
elimination. Therefore, clearance is not a measure of the amount of drug removed.

The concept of clearance is useful in pharmacokinetics because clearance is usually constant
over a wide range of concentrations, providing that elimination processes are not saturated.
Saturation of biotransformation and excretory processes may occur in overdose and toxicokinetic
effects should be considered. If a constant fraction of drug is eliminated per unit time, the
climination follows first order kinetics. However, if a constant amount of drug is eliminated
per unit time, the elimination is described by zero order kinetics. Some drugs, for example,
ethanol, exhibit zero order kinetics at “normal” or non-intoxicating concentrations. However,
for any drug that exhibits first order kinetics at therapeutic or non-toxic concentrations, once
the mechanisms for elimination become saturated, the kinetics become zero order and clear-
ance becomes variable.?

Clearance may also be viewed as the loss of drug from an organ of elimination such as the
liver or kidney. This approach enables evaluation of the effects of a variety of physiological
factors such as changes in blood flow, plasma protein binding, and enzyme activity. Therefore,
total systemic clearance is determined by adding the clearance (CL) values for each elimination
organ or tissue:

CL

‘other

= Cchnal + Cthpatic + CLlung + CL

systemic

Clearance from an individual organ is a product of blood flow and the extraction ratio. The
extraction ratio is derived from the concentration of drug in the blood entering the organ and
the concentration of drug in the blood leaving the organ. If the extraction ratio is zero, no drug
is removed. If it is 1, then all the drug entering the organ is removed from the blood.
Therefore, the clearance of an organ may be determined from the following equation:
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CLogan= Q(Ca-Cy/Cy) = Q< E
where
Q = blood flow
C, = arterial drug concentration
Cy = venous drug concentration

E = extraction ratio

3.1.4.2 Volume of Distribution

The plasma drug concentration reached after distribution is complete is a result of the dose and
the extent of uptake by tissues. The extent of distribution can be described by relating the
amount of drug in the body to the concentration. This parameter is known as the volume of
distribution. This volume does not indicate a defined physiological dimension but the volume
of fluid required to contain all the drug in the body at the same concentration as in the plasma
or blood. Therefore, it is often called the apparent volume of distribution (V) and is determined
at steady state when distribution equilibrium has been reached between drug in plasma and
tissues.

V= Amount in body/ Plasma drug concentration

The volume of distribution depends on the pKa of the drug, the degree of plasma protein and
tissue binding, and the lipophilicity of the drug. As would be expected, drugs that distribute
widely throughout the body have large volumes of distribution. In the equation above, the
body is considered one homogeneous unit and therefore exhibits a one compartment model.
In this model, drug administration occurs in the central compartment, and distribution is
instantaneous throughout the body. For most drugs, the simple one compartment model does
not describe the time course of drug in the body adequately and drug distribution and
elimination is more completely described in multiple exponential terms using multicompartmental
models. In these models, the volume of distribution, Varea, is calculated as the ratio of
clearance to the rate of decline of the concentration during the elimination phase:

Varea= CL/I(

where k= rate constant.

3.1.4.3 Bioavailability

The bioavailability of a drug refers to the fraction of the dose that reaches the systemic
circulation. This parameter is dependent on the rate and extent of absorption at the site of drug
adminsitration. Obviously, it follows that drugs administered intravenously do not undergo
absorption, but immediately gain access to the systemic circulation and are considered 100%
bioavailable. In the case of oral administration, if the hepatic extraction ratio is known, it is
possible to predict the maximum bioavailability of drug by this route assuming first order
processes, according to the following equation:?

Fmax =1-E=1 -(CLhcp;\tic/thpatic)

The bioavailability of a drug by various routes, may also be determined by comparing the area
under the curve (AUC) obtained from the plasma concentration vs. time curve after intrave-
nous and other routes of administration:®

Bioavailability= AUC,,,,/AUC,y
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3.1.4.4 Half-Life

The half-life is the time it takes for the plasma drug concentration to decrease by 50%. Half-life
is usually determined from the log-terminal phase of the elimination curve. However, it is
important to remember that this parameter is a derived term and is dependent on the clearance
and volume of distribution of the drug. Therefore, as CL and V change with disease, drug
interactions, and age, so a change in the half-life should be expected. The half-life is typically
calculated from the following equation:

t; 5= 0.693/k
where
t, ,= half life
k= elimination rate constant

Because k = CL/V, the inter-relationship between these parameters is clearly evident.

3.1.5 DOSAGE REGIMENS

Pharmacokinetic principles, in addition to clinical factors such as the state of the patient, are
utilized in determining dosage regimens. Factors that relate to the safety and efficacy of the
drug such as activity-toxicity relationships (therapeutic window and side effects), and pharma-
ceutical factors, such as dosage form and route of administration, must be considered.!¢

The goal of a therapeutic regimen is to achieve therapeutic concentrations of a drug
continuously or intermittently. The latter is useful if tolerance to the drug develops, or if the
therapeutic effects of the drug persist and increase in intensity even with rapid drug disappear-
ance. Adjustments to the dosage regimen are made to maintain therapeutically effective drug
concentrations and minimize undesirable effects. Optimization of drug therapy is typically
determined empirically; that is changing the dose based on response of the individual. How-
ever, there is often better correlation between blood or plasma concentration or amount of
drug in the body than the dose administered. Therefore, pharmacokinetic data is useful in the
design of dosage regimens. In theory, data following a single dose may be used to estimate
plasma concentrations following any dosing design.

For drugs whose effects are difficult to measure, or whose therapeutic index is low, a target
level or steady state plasma concentration is desirable. A dose is computed to achieve this level,
drug concentrations are measured, and the dose is adjusted accordingly. In order to apply this
strategy, the therapeutic range should be determined. For many drugs the lower limit of this
range appears to be the concentration that produces 50% maximal response. The upper limit
is determined by drug toxicity and is commonly determined by the concentration at which 5
to 10% of patients experience a toxic effect.® The target concentration is then chosen at the
middle of the therapeutic range.

3.1.5.1 Loading Doses

The loading dose is one or a series of doses that are administered at the beginning of therapy.
The objective is to reach the target concentration rapidly. The loading dose can be estimated
with the following formula:

Loading Dose = Target Cp x Vss/F
where

Cp = Concentration in plasma
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V ss= Volume of Distribution at steady state
F = Fractional bioavailability of the dose

A loading dose is desirable if the time to achieve steady state is long compared to the need for
the condition being treated. One disadvantage of a loading dose is the acute exposure to high
concentrations of the drug which may result in toxic effects in sensitive individuals.

3.1.5.2 Dosing Rate

In the majority of clinical situations, drugs are administered as a series of repeated doses or as
a continuous infusion in order to maintain a steady state concentration. Therefore, a mainte-
nance dose must be calculated such that the rate of input is equal to the rate of drug loss. This
may be determined using the following formula:

Dosing Rate = Target x CL/F
where
CL= Clearance
F= Fractional bioavailability of the dose

It is obvious from the above that in order to design an appropriate dosage regimen, several
pharmacokinetic factors, including CL, F, Vss, and half-life, must be known in addition to an
understanding of the principles of absorption and distribution of the drug in question. The
clinician must also be aware of variations in these factors in a particular patient. One should
note that even “normal” individuals exhibit variations in these parameters. For example, one
standard deviation on clearance values may be 50%. These unpredicted variations in pharma-
cokinetic parameters may result in a wide range of drug concentrations. This is unacceptable
in most cases especially for those drugs with a low therapeutic index. Therefore, Cp should be
measured and estimates of CL, F, and Vss calculated directly.

3.1.6 THERAPEUTIC DRUG MONITORING

Blood or plasma drug concentrations at steady state are typically measured to refine estimates
of CL/F for the individual. Updated estimates are then used to adjust maintenance doses to
reach the desired target concentration. Drug concentrations can be misleading if the relevant
pharmacokinetics (and toxicokinetics, see below) are not considered. In addition, individual
variability in drug response, due to multiple drug use, disease, genetic differences, and
tolerance must be considered. Pharmacokinetic characteristics of drugs may differ with devel-
opment and age. Therefore, drug effects may vary considerably between infants, children, and
adults. For example, water constitutes 80% of the weight of a newborn whereas in adults it
constitutes approximately 60%. These differences effect distribution of drugs throughout the
body.

3.1.6.1 Plasma

Measurement of drug concentrations in plasma is the cornerstone of therapeutic drug moni-
toring (TDM), but it is not without pitfalls. In many instances, clinical response does not
correlate with plasma drug concentrations. Other considerations may be as follows.

3.1.6.1.1 Time Delays

It often takes time for a response to reflect a given plasma concentration due to the individual
kinetics of the drug. Until this equilibrium is reached, correlation between response and
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concentration is difficult and may lead to misinterpretation of the clinical picture. Delay may
be due to lack of equilibration between plasma and target organ as the drug distributes
throughout the body. In addition, delay may be because the response measured is an indirect
measure of drug effect, e.g., a change in blood pressure is an indirect measure of either change
in peripheral resisitance or cardiac output or both.

3.1.6.1.2 Active Metabolites

Poor correlation may be found between response and plasma concentration of parent drug if
active metabolites are present and not measured. Formation of active metabolites may be a
function of the route of drug administration because oral ingestion generally produces an initial
surge of metabolites due to the first pass effect of the liver compared with drugs administered
intravenously.

3.1.6.1.3 Exposure Duration

Some drugs exhibit unusual concentration/response relationships which minimizes the utility
of TDM. In these cases, clinical response correlates more with duration of dosing than the
actual dose or resultant plasma concentrations.

3.1.6.1.4 Tolerance

The effectiveness of a drug may diminish with continual use. Tolerance denotes a decreased
pharmacological responsiveness to a drug. This is demonstrated by several drugs of abuse
including ethanol and heroin. The degree of tolerance varies but is never complete. For
example, tolerance to the effects of morphine quickly develops, but the user is not totally
unresponsive to the pharmacological effects. To compensate for the development of tolerance,
the dose is increased. Tolerance may develop slowly, such as in the case of tolerance to the CNS
effects of ethanol, or can occur acutely (tachyphylaxis) as in the case of nicotine. In these cases,
a correlation may be found between plasma drug concentration and the intensity of response
at a given moment, but the relationship is not consistent and varies with time.!®

3.1.6.2 Saliva

In recent years, saliva has been utilized for TDM. The advantage is that collection is noninvasive
and painless and so it has been used as a specimen of choice in pediatric TDM. Due to the low
protein content of saliva, it is considered to represent the unbound or free fraction of drug in
plasma. Since this is the fraction considered available for transfer across membranes and
therefore responsible for pharmacological activity, its usefulness is easy to understand. Saliva
collection methods are known to influence drug concentrations but if these are compensated
for and a standardized procedure utilized, correlation between plasma and saliva drug concen-
trations may be demonstrated for several drugs (e.g., phenytoin). Inconsistent results have
been found for some drugs such as phenobarbital, so additional studies are needed to clearly
define the limitations of testing saliva for TDM.

3.2. PHARMACOKINETIC MODELING

3.2.1 COMPARTMENTAL MODELING

The pharmacokinetic profile of a drug is described by the processes of absorption, distribution,
metabolism, and excretion. The disposition of a drug in the body may be further delineated
by mathematical modelling. These models are based on the concept that the body may be

© 1998 by CRC Press LLC



viewed as a series of compartments in which the drug is distributed. If the compartmental
concept is considered literally, then each tissue and organ becomes an individual compartment.
However, in pharmacokinetic modelling, several organs or tissues exhibit similar characteristics
in drug deposition and are often considered the same compartment. The pharmacokinetic
profiles of many drugs may be explained using one or two compartment models, but more
complex models exist and, with the advances in computer software, the ability to describe drug
disposition has increased. The use of models does not mean that the drug distributes into
distinct physiological compartments, but that these mathematical models adequately describe
the fate of the drug in the human body.

3.2.1.1 One Compartment Models

In the one compartment model the entire body is considered as one unit (Figure 3.2.1.1A) The
drug is administered into the compartment and distributed throughout the compartment (the
body) instantancously.!” Similarly, the drug is eliminated directly from the one compartment
at a rate measured by k,, the elimination rate constant. The time course of the drug, as
measured in the readily accessible blood or plasma, is typically graphed as a log concentration
vs. time profile. Figure 3.2.1.1B shows the log plasma concentration vs. time plot for a drug
that distributes according to a one compartment model. The dotted line demonstrates the time
course after intravenous administration and the solid line demonstrates the time course after
oral administration. Since intravenous administration does not have an absorption phase, the
time course of drug in the plasma is linear. For oral administration, the drug concentration on
the blood is slower to reach a peak due to absorptive processes of the G.I. tract.

3.2.1.2 Two Compartment Models

Figure 3.2.2.1C illustrates the concept of the two compartment model. In this model, drug
is administered into the central compartment and then there is a time lag due to slower
distribution into other tissues and organs. These other organs are represented by the peripheral
compartment(s). More complex models may be developed if distribution to other organs
occurs at different rates which can be mathematically differentiated. In the two compartment
model, equilibirum is reached between the central and peripheral compartments and this marks
the end of the distribution phase. The beginning of the distribution phase may be observed
graphically by an initial rapid decline after peaking in the drug concentration in the central
compartment (represented by the plasma/blood) as shown in Figure 3.2.1.1D. Rate constants
may be estimated for drug movement between the central and peripheral compartments, but
drug elimination from the body is assumed to occur from the central compartment.'” As
mentioned previously, more complex models may be developed including models in which the
number of compartments into which the drug distributes is not assumed in the initial
modelling.

3.2.1.3 Elimination Kinetics

The concept of zero or first order kinetics may be utilized to describe any rate process in
pharmacokinetics. Therefore, if we are discussing drug absorption, a drug exhibits zero order
kinetics if a constant amount of drug is absorbed regardless of dose.” Conversely, a drug
exhibits first order absorption kinetics if the amount absorbed is dependent on dose, i.c., is a
fraction of the dose. Similarly, when considering drug excretion, ethanol exhibits zero order
elimination kinetics because a constant amount of drug is excreted per unit time regardless of
the drug concentration (unless processes become saturated). Most drugs exhibit first order
elimination kinetics in which a constant fraction of drug is eliminated per unit time.
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3.2.1.1. (A) Schematic representation of a one compartment model. (B) Log plasma concentration vs.
time curve after intravenous (---) and oral (-) administration. Adapted from Hagan, R. L., Basic
Pharmacokinetics. In-Service Training and Continuing Education AACC/TDM, American Association for
Clinical Chemistry, Inc., Washington, D.C. 17(9):231-247 (1996).

Zero order elimination kinetics are described by the following equation:!”
C=C, - kt
where
C = drug concentration at time, t
C, = the concentration at time zero or the initial concentration
k = the elimination rate constant

A plot of this equation is linear with a slope, -k, and a y-intercept, C,. The elimination half-
life may be calculated from this equation for a drug which exhibits zero order elimination.
When t =tl /2, then C=1/2 C,, the initial or peak concentration. This results in the following
equation:

t1/2=1/2 Cy/k
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Figure 3.2.1.1 (C) Schematic representation of a two compartment model. (D) Log plasma concentration
vs. time curve after intravenous(---) and oral (-) administration. Adapted from Hagan, R. L., Basic
Pharmacokinetics. In-Service Training and Continuing Education AACC/TDM, American Association for
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Clinical Chemistry, Inc., Washington, D.C. 17(9):231-247 (1996).

This equation has a concentration term, C, indicating that the half-life is variable and depen-
dent on drug concentration. Changes in pharmacokinetic parameters that occur as a function
of dose or drug concentration are referred to as non-linear pharmacokinetic processes. Non-
linearity is usually due to saturation of protein binding, hepatic metabolism, or active renal

transport of the drug.3

First order elimination kinetics are described by the equation:!”

C= Cyeke
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Taking the natural logarithm of this equation and plotting it semilogarithmically results in a
linear graph with a slope of -k, and a y-intercept of In C,,. Again, to determine the half-life, 1,/2
C, is substituted into the equation to give:

1/2Cy= Cyekl/2
Taking natural logs and solving for t1/2:
tl /2= 0.693/k

It is important to note that the elimination half-life is a derived term, and any process that
changes k will change the half-life of the drug. Factors that may affect pharmacokinetic
parameters are discussed elsewhere, but in this example may include disease states, changes in
urinary pH, changes in plasma protein binding, and coadministration of other drugs.

3.2.2 PHYSIOLOGICAL MODELS

An alternate method of building a pharmacokinetic profile of a drug in the body is to utilize
anatomic and physiological information. Such a model does not make assumptions about body
compartments or first order processes for drug absorption and elimination.!® The first step in
such modelling is to decide whether drug distribution into a particular tissue is perfusion rate
or membrane transport limited.? These decisions are based on the physicochemical character-
istics of the drug and physiological conditions in addition to reference to any experimental data.
In order to write a mass balance equation, blood flow, Q, and the volume, V, of the organ or
tissue of interest is needed and may be obtained frrom the literature. The other parameters,
venous drug concentration, C,, and the partition coefficient, R, are determined experimen-
tally.? A simple mass balance equation may be written as:2

Vt x dCt/dt = Qt X [C\-Ct/Rt]

where t = tissue.

Mass balance equations may be constructed for each organ or tissue considered and
algebraic equations added to account for growth, changes in tissue weight ratios, and other
physiological parameters.The advantage of this modelling over the more traditional compart-
mental method is provision of a time course of drug distribution to any organ or tissue, and
this model allows estimation of the effects of changing physiological parameters on tissue
concentrations. Disadvantages include the need for complex mathematical equations and the
lack of data on the physiological parameters necessary to construct the differential equations.?

3.3 PHARMACOKINETIC-PHARMACODYNAMIC CORRELATIONS

Pharmacodynamics (PD) may be defined as the quantitative relationship between the measured
plasma or tissue concentration of the active moiety and the magnitude of the observed
pharmacological effect(s).! The study of pharmacokinetics (PK) has been defined previously.
A PK/PD model is a mathematical description of the relationship. Knowledge of the model
and model parameter estimates permits prediction of concentration vs. time and effect vs. time
profiles for different dosing regimens.! Different drugs are characterized by different PK and
PD models and by differences in model parameters such as volume of distribution and receptor
affinity. Understanding the PK/PD model permits comparison of the pharmacological prop-
erties for different drugs. For a specific compound, there may be significant variation in model
parameters between individuals. PK/PD modeling allows assessment of the contribution of the
variability in model parameters to the overall variability in drug response.!
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In order to fully understand the significance of PK/PD modeling, it is important to note
that the observed effect vs. time profile for a particular individual is determined by several
factors. These include: (1) drug input-dose, rate and route of administration; (2) intrinsic PK
drug properties; and (3) intrinsic PD drug properties. Modeling allows estimation of PK/PD
parameters. Further, PK/PD modeling provides dose response curves for the onset, magni-
tude, and duration of effects which can be utilized to optimize dose and dosing regimens.
Models have been described for reversible and irreversible drug effects and for a range of drug
classes including analgesics, benzodiazepines, and anticonvulsants. For a more detailed expla-
nation of PK/PD modeling and correlations and description of computer applications, the
reader is referred elsewhere.!

3.4 TOXICOKINETICS

Toxicokinetics is the study of drug disposition in overdose. The biochemical processes that
constitute the science of pharmacokinetics may be altered when drugs are administered in high
concentrations. G.I. absorption may be altered in overdose due to delayed gastric emptying,
changes in intestinal motility and therapy with activated charcoal.? Drugs such as morphine,
ethanol, and barbiturates delay gastric emptying and as a consequence slow drug movement
into the small intestine. In addition, morphine decreases intestinal motility, resulting in
increased transit time through the intestine and increased absorption. Little is known about
changes in drug distribution throughout the body after overdose. Several mechanisms may be
at work in overdose to cause changes in drug disposition. For example, the bioavailability of
a drug with a high first pass metabolism may be increased when the hepatic metabolizing
enzymes become saturated. In a similar manner, the concentration of free drug in the plasma
may be increased when protien binding becomes saturated. This may result in significant
toxicity for those drugs that are highly plasma protein bound. Also, changes in peripheral blood
flow due to the cardiac effects of some drugs may result in prolonged drug distribution and
higher blood drug concentrations.

Drug metabolism may be altered in overdose when those enzymes responsible for metabo-
lism become saturated. In this event, clearance is decreased, half-life is prolonged, and
therefore high drug concentrations exist for a longer time. If multiple drugs are co-ingested,
competitive inhibition of metabolism may occur. In addition, if hepatic blood flow is de-
creased, due to impaired liver function or cardiovascular drug effects, biotransformation of
xenobiotics may be decreased.

Renal excretion may or may not be altered in drug overdose. Alteration of renal drug
clearance may be utilized therapeutically to enhance drug elimination. Urinary pH is adjusted
to increase the clearance of acidic and basic drugs. For example, administration of sodium
bicarbonate will raise the urine pH above 7.5, concentrating the ionized form in the renal
tubule and, therefore, enhancing elimination of salicylate. Conversely, acidification of the urine
may be utilized to enhance renal excretion of basic drugs. However, with some drugs, such as
phencyclidine, there is controversy about the role of urinary acidification in enhanced excretion
and whether this procedure improves clinical outcome. Acidification is contraindicated with
myoglobinuria and may also increase the risk of metabolic complications.'®

3.5 FACTORS AFFECTING PHARMACOKINETIC PARAMETERS

Toxicokinetics is utilized to describe the changes in pharmacokinetic processes as a result of
drug overdose. Other factors may contribute to changes in pharmacokinetic parameters when
non-toxic doses are therapeutically or illicitly administered. Besides species differences in the
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variability in drug response, which will not be discussed here, other factors that contribute to
changes in parameters include drug formulation and route of administration, gender differ-
ences, age, weight or body composition, disease, genetic abnormalities, and drug interactions.

3.5.1 GENETIC FACTORS

When a distinguishable difference between individuals is under genetic control, it is known as
genetic polymorphism. Some drug responses have been found to be genetically determined.
For example, the activity of the liver enzyme N-acetyltransferase differs between individuals
such that the population may be divided into slow and fast acetylators. Approximately 60% of
the U.S. population are slow acetylators and may show toxicity unless doses of drugs requiring
acetylation for metabolism are reduced. Other inherited variations in pharmacokinetics include
deficiency of one or more hepatic cytochrome -P450 isozymes or plasma cholinesterase.?

3.5.2 SEX DIFFERENCES

Examples of sex differences in drug pharmacokinetics have also been identified. These differ-
ences may be due to variations in body composition, hepatic metabolism, renal elimination,
protein binding, or absorption. Differences in weight may influence muscle mass, organ blood
flow, body water spaces, and hence affect the pharmacokinetic parameters of many drugs. In
addition, women tend to have a higher percentage of body fat than men, which will effect the
volume of distribution of lipophilic drugs. The clinical significance of differences in body
composition is unclear but there are some important examples: women have a lower volume
of distribution (V) of ethanol! and a higher V for diazepam than men.

A number of studies have examined the effect of gender on hepatic metabolism and drug
elimination. Greenblatt et al.?° found that young women have a significantly higher CL for
diazepam than young men. In contrast, clearances of oxazepam?! and chlordiazepoxide?? are
higher in men than in women and no sex difference has been observed in the metabolism of
nitrazepam or lorazepam.!® Differences can be explained by differences in metabolic pathways
because oxazepam is metabolized primarily through conjugation, nitrazepam is metabolized by
reduction of the nitro group, and most of the other benzodiazepines are metaboilzed by
various cytochrome P-450 isozymes. It has been found that the isozyme cytochrome3A4,
responsible for the metabolism of many drugs, is approximately 1.4 times more active in
women than men. The isozymes P2D6 and P2C19 display genetic polymorphism that is not
influenced by gender. The isozyme P1A2 may be influnced by sex although the data is
inconclusive. The work of Relling et al.?3 suggests that the activity of this isozyme is lower in
women than men. As mentioned above, gender differences have been demonstrated in the
climination of drugs that are metabolized solely by conjugation. The male:female clearance
ratio for oxazepam is approximately 1.5:1.

When considering renal elimination, the glomerular filtration rate (GFR) is on average
higher in men than women!® but this may be a weight rather than a gender effect as GFR is
directly proportional to weight. The effects of gender on tubular secretion and reabsorption
have not been well characterized. The influence of gender on plasma protein binding appears
to be minimal. Albumin levels are not altered by sex in contrast to the protein al-acid
glycoprotein which is reduced by estrogen.?* Other plasma constituents whose levels are
influenced by gender include cortico-steroid binding globulin and various lipoproteins.?®
Gender differences in the binding of diazepam and chlordiazepoxide have been demonstrated.

Some studies have suggested that gender influences gastric emptying rate and intestinal
transit time.?® Women empty solids from the stomach more slowly than men and the activity
of the stomach enzyme, alcohol dehydrogenase, may be much lower in women. The G.I. tract
also contains large concentrations of the isozyme cytochrome P3A4, so gender differences in
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the activity of this enzyme could effect the bioavailability of certain drugs. Gender differences
observed after intramuscular drug administration may be due to differences in blood flow or
incorrect injection into fat in women. Drug absorption in the lung may differ according to
gender. Knight et al.?” found significantly less deposition of an aerosolized drug in women than
men, which the authors attributed to differences in breathing characteristics.

It should be noted that female specific issues may have significant effects on drug
distribution and metabolism. For example, pregnancy may increase the elimination of certain
drugs, reducing their efficacy. In addition, oral contraceptive use can affect the metabolism of
drugs. The effects of menopause, menstruation, and hormone replacement on the pharmaco-
kinetics of drugs are largely unknown.

3.5.3 AGE

Changes in the rate but not the extent of drug absorption are usually observed with age.!¢
Factors that affect drug absorption, such as gastric pH and emptying, intestinal motility, and
blood flow, change with age. Gastric acid secretion does not approach adult levels until the age
of three and gastric emptying and peristalsis is slow during the first few months of life. Because
skeletal muscle mass is limited, muscle contractions, which aid blood flow, are minimal, and
therefore, will limit the distribution of intramuscularly administered drug. Higher gastric pH,
delayed gastric emptying, and decreased intestinal motility and blood flow are observed in the
elderly.

3.5.4 DRUG AND DISEASE INTERACTIONS

The pharmacokinetics of several drugs have been shown to be influenced by concurrent disease
processes.!¢ The clearance of many drugs decreases in those individuals with chronic hepatic
disease such as cirrhosis. In contrast, in acute reversible liver conditions, such as acute viral
hepatitis, the clearance of some drugs is decreased or the half-life increased and for others, no
change is detected. The volumes of distribution of some drugs are unaltered in hepatic disease
while an increase is observed for other drugs, especially those bound to albumin in individuals
with cirrhosis. This phenomenon is due to the decreased synthesis of albumin and other
proteins. The influence of liver disease on drug absorption is unclear. It is probable though that
the oral bioavailability of drugs highly extracted from the liver is increased in cirrhosis. The
reasons are decreased first pass hepatic metabolism and the development of portal bypass in
which blood enters the superior vena cava directly via esophageal varices.

Renal diseases such as uremia may result in decreased renal clearance of certain drugs.!¢
Gastrointestinal diseases, such as Crohn’s disease, result in increased plasma protein binding of
several drugs due to increased levels of binding proteins. Further, respiratory diseases such as
cystic fibrosis increase the renal clearance of some drugs.

Patients commonly receive two or more drugs concurrently and most individuals who
abuse drugs are poly-drug users. Multiple drug use may result in drug interactions. This occurs
when the pharmacokinetics or pharmacodynamics of one drug is altered by another. This
concept is important to consider because interaction may result in decreased therapeutic
efficacy or an increased risk of toxicity. The degree of drug interaction depends on the relative
concentrations and therefore dose and time.!® Changes in absorption rate, competition for
binding sites on plasma proteins, oral bioavailability, volume of distribution, and hepatic and
renal clearance have been demonstrated for therapeutic drugs. Few studies have systematically
documented pharmacokinetic interactions between illicit drugs.
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3.6 PHARMACOKINETICS OF SPECIFIC DRUGS

3.6.1 AMPHETAMINE

The term amphetamines refers to the group of stimulants that includes amphetamine, meth-
amphetamine, methylenedioxyamphetamine, and methylenedioxymethamphetamine. These
low molecular weight basic drugs are sympathomimetic phenethylamine derivatives possessing
central and peripheral stimulant activity. Amphetamines suppress appetite and produce CNS
and cardiovascular stimulation. These effects are mediated by increasing synaptic concentra-
tions of norepinephrine and dopamine either by stimulating neurotransmitter release or
inhibiting uptake. Clinical uses of amphetamine and methamphetamine include chronic admin-
istration for the treatment of narcolepsy in adults and attention deficit hyperactivity disorder
in children.!

These drugs are abused for their stimulant effect. The effects are usually longer lasting than
those of cocaine and may prevent fatigue. The latter factor has led to their study in athletes and
in military field situations. It is postulated that the disturbances in perception and psychotic
behavior, which may occur at high doses, may be due to dopamine release from dopaminergic
neurons and also serotonin release from tryptaminergic neurons located in the mesolimbic area
of the brain.

Amphetamine and methamphetamine occur as structural isomers and stereoisomers. Struc-
tural isomers are compounds with the same empirical formula but a different atomic arrange-
ment, e.g., methamphetamine and phentermine. Stereoisomers differ in the three-dimensional
arrangement of the atoms attached to at least one asymmetric carbon and are nonsuperimposable
mirror images. Therefore, amphetamine and methamphetamine occur as both d- and I-
isomeric forms. The two isomers together form a racemic mixture. The d-amphetamine form
has significant stimulant activity, and possesses approximately 3 to 4 times the central activity
of the I-form. It is also important to note that the d- and l-enantiomers may not only have
different pharmacological activity but also varying pharmacokinetic characteristics.

When indicated for therapeutic use, 5 to 60 mg or 5 to 20 mg of amphetamine or
methamphetamine, respectively, are administered orally. An oral dose of amphetamine typically
results in a peak plasma concentration of 110 ng/ml.2 When abused, ampetamines may be
self-administered by the oral, intravenous, or smoked route. The latter route of administration
is common for methamphetamine. With heavy use, addicts may ingest up to 2000 mg per day.

3.6.1.1 Absorption

Limited data is available on the G.I. absorption of amphetamine in humans. Beckett et al.?
reported serum concentrations of amphetamine in two healthy volunteers after a 15 mg oral
dose of the d-isomer. Peak serum concentrations of 48 and 40 ng/mL were achieved at 1.25
h when the volunteers’ urine was acidified. Slightly higher serum concentrations were observed
(52 and 47 ng/mL) if the urine pH conditions were not controlled. Rowland* observed a peak
blood concentration of 35 ng/mL, 2 h after a 10 mg oral dose of d-amphetamine to a healthy
66 kg adult. The half-life for the d-isomer was 11 to 13 h compared with a 39% longer half
life for the l-isomer. If the urine was acidified, excretion was enhanced and the half-lives of both
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3.6.2.2A. Metabolic pathway of amphetamine and methamphetamine.

isomers were reduced to approximately 7 h.5 Amphetamine demonstrates a linear one compart-
ment open model over the dose range 20 to 200 mg.

3.6.1.2 Distribution

The plasma protein binding of amphetamine in humans is approximately 16 to 20% and is
similar in drug dependent and naive subjects.® Research by Rowland* and Franksson and
Anggard® indicated that there was a difference in the volume of distribution between non-users
(3.5 to 4.6 L/kg) and drug dependent individuals (6.1 L/kg). It has been suggested that the
larger Vd observed in drug dependent subjects may be due to a higher tissue affinity for
amphetamine in these individuals. Evidence to support this suggestion is found in studies with
amphetamine dependent animals in which higher tissue concentrations of amphetamine were
found.”

3.6.1.3 Metabolism and Excretion

Amphetamine is metabolized by deamination, oxidation, and hydroxylation. Figure 3.6.2.2A
illustrates the metabolic scheme for amphetamine. Deamination produces the inactive metabo-
lite, phenylacetone, which is further oxidized to benzoic acid and then excreted in urine as
hippuric acid and glucuronide conjugates. In addition, amphetamine is also converted to
norephedrine by oxidation and then this metabolite and the parent compound are p-hydroxylated.
Several metabolites, including norephedrine, its hydroxy metabolite, and hydroxyamphetamine,
are pharmacologically active. The excretion of amphetamine depends on urinary pH. In healthy
men who were administered 5 mg of isotopically labeled d,l-amphetamine, approximately 90%
of the dose was excreted in the urine within 3 to 4 days.® Approximately 70% of the dose was
excreted in the 24-h urine with 30% as unchanged drug. This was increased to 74% under acidic
conditions and reduced to 1% in alkaline urine. Under normal conditions, <1% is excreted as
phenylacetone, 16 to 28% as hippuric acid, 4% as benzoylglucuronide, 2% as norephedrine,
<0.5% as p-hydroxynorephedrine, and 2 to 4% as p-hydroxyamphetamine.’ l-Amphetamine is
not as extensively metabolized as the d-isomer. When volunteers were orally administered 5 to
15 mg of d- or l-amphetamine, the mean excretion of unchanged d-amphetamine was 33% of
the dose and that of the l-isomer was 49% of the dose.?
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The metabolism of amphetamine has been studied in those presenting with amphetamine
pyschosis. In the presence of acidified urine, the renal elimination of amphetamine increased
significantly. The intensity of the psychosis was found to correlate with the amount of basic
polar metabolites excreted in the urine, such as norephedrine and p-hydroxyamphetamine, and
not with the plasma amphetamine concentration. This suggests that these metabolites may play
an important role in the development of paranoid pyschosis in chronic amphetamine users.°

3.6.2 METHAMPHETAMINE

d-Methamphetamine, the N-methyl derivative of amphetamine, was first synthesized in 1919.
Methamphetamine is available in the d- and I-forms. The d-form has reportedly greater central
stimulant activity than the l-isomer, which has greater peripheral sympathomimetic activity.
The d-form is the commonly abused form while the l-isomer is typically found in non-prescription
inhalers as a decongestant.

Although initially available as an injectable solution for the treatment of obesity,
d-methamphetamine hydrochloride is currently available as conventional and prolonged release
tablets. Illicit methamphetamine is synthesized from the precursors phenylacetone and
N-methylformamide (dl mixture) or alternatively from ephedrine by red phosphorus/acid
reduction.

3.6.2.1 Absorption

Doses of 5 to 10 mg methamphetamine typically result in blood concentrations between 20
to 60 ng/mL. In one study,!? six healthy adults were orally administered a single dose of 0.125
mg,/kg methamphetamine. Peak plasma concentrations were achieved at 3.6 h with a mean
concentration of 20 ng/mL. In a second study, Lebish et al.'' observed a peak blood
concentration of 30 ng/mL, 1 h after a single oral dose of 10 mg methamphetamine to one
subject.

3.6.2.2 Metabolism and Excretion

In humans, both the d- and I-forms undergo hydroxylation and N-demethylation to their
respective p-hydroxymethamphetamine and amphetamine metabolites. Amphetamine is the
major active metabolite of methamphetamine. Under normal conditions, up to 43% of a
d-methamphetamine dose is excreted unchanged in the urine in the first 24 hours and 4 to 7%
will be present as amphetamine. In acidic urine, up to 76% is present as parent drug!® compared
with 2% under alkaline conditions. Approximately 15% of the dose was present as
p-hydroxymethamphetamine and the remaining minor metabolites were similar to those found
after amphetamine administration. Urine concentrations of methamphetamine are typically 0.5
to 4 mg/L after an oral dose of 10 mg. However, methamphetamine and amphetamine urine
concentrations vary widely among abusers. Lebish et al.!! reported urine methamphetamine
concentrations of 24 to 333 mg/L and amphetamine concentrations of 1 to 90 mg/L in the
urine of methamphetamine abusers.

I-Methamphetamine is biotransformed in a similar manner to the d-isomer but at a slower
rate. Following a 13.7 mg oral dose, the 24 h urine contained an average of 34% of the dose
as I-methamphetamine and 1.7% of the dose as l-amphetamine.?

d-Methamphetamine is commonly self-administered by the smoked route. Both the free-
base and hydrochloride salt of methamphetaime are volatile and > 90% of parent drug can be
recovered intact when heated to temperatures of 300°C. When cigarettes containing tobacco
mixed with methamphetamine were pyrolyzed, amphetamine, phenylacetone, dimethylam-
phetamine, and N-cyanomethyl methamphetamine were the major resulting products.!? Cook!?
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conducted a study in which six volunteers were administered 30 mg d-methamphetamine from
a pipe that was heated to approximately 300°C. Blood samples and physiological and subjective
measures were collected after drug administration. Plasma methamphetamine concentrations
rose rapidly after the start of smoking. However, concentrations plateaued (40 to 44 ng/mL)
after 1 h with a slight increase in concentration over the next 1h. Thereafter, concentrations
in plasma declined slowly, reaching the same concentration at 8 h on the downward side of the
curve as reached at 30 min on the upward side. The authors used a noncompartmental model
to determine an average elimination half-life of 11.7 h with a range of 8 to 17 h. These authors
also administered methamphetamine (0.250 mg/kg) orally and the resulting plasma data were
fit to a one compartment model with first order elimination and a lag time. A maximum plasma
concentration of 35 to 38 ng/mL was achieved at 3.1 h with a terminal elimination half-life
of 10 h. Although the plasma concentration time curves for smoked and oral methamphet-
amine appeared similar, the subjective effects were markedly different, with a greater “high”
being reported after smoked methamphetamine. This indicates that it may be the rate of
change of plasma drug concentrations that is a significant factor in determining subjective
eftects.

3.6.3 3,4-METHYLENEDIOXYAMPHETAMINE

3,4-Methylenedioxyamphetamine (MDA) is a potent pyschotropic amphetamine derivative
first synthesized in 1910 (Figure 3.6.2.2B). It has no accepted medical use but is self-administered
orally or intravenously in doses of 50 to 250 mg for illicit use.!? Blood concentrations following
normal use have not been reported and, to date, there are no reported clinical studies
delineating the pharmacokinetic or pharmacodynamic characteristics of this drug. Blood
concentrations in humans have been reported following overdose. The average blood concen-
tration in 12 fatal cases was 9.3 mg/L (range 1.8 to 26).1° The metabolism of MDA in humans
has not been studied, but in other animals MDA is metabolized by O-dealkylation, deamina-
tion, and conjugation.!*

3.6.4 3,4-METHYLENEDIOXYMETHAMPHETAMINE

3,4-Methylenedioxymethamphetamine (MDMA) is a ring substituted derivative of metham-
phetamine (Figure 3.6.2.2B) that has widespread use as a recreational drug. Self-administration
is typically by the oral route in doses of 100 to 150 mg. Helmlin et al.!® reported a mean peak
plasma MDMA concentration of 300 ng/mL at 2.3 h after an oral dose of 1.5 mg/kg to adult
subjects.

MDMA is metabolized to MDA with 65% of the dose excreted as parent drug within 3
days. Both MDMA and MDA are hydroxylated to mono- and di-hydroxy derivatives and
subsequently conjugated before elimination. The plasma half-life has been reported to be
7.6 h.10
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3.6.5 BARBITURATES

Barbituric acid, 2,4,6-trioxohexahydropyrimidine, was first synthesized in 1864.! In 1903 it
was marketed for use as an anti-anxiety and sedative hypnotic medication. Barbituric acid is
without CNS depressant activity but by substituting an aryl or alkyl group on C-5, anxiolytic
and sedative properties may be conferred. Substitution of sulfur on C-2 produces the
thiobarbituates which have characteristically greater lipophilicity. Generally, structural changes
that increase lipophilicity result in decreased duration of action, decreased latency to onset of
action, increased biotransformation, and increased hypnotic potency.? Although the use of
barbiturates as sedative-hypnotic agents has largely been replaced by the benzodiazepines, the
barbiturates maintain an important role as anticonvulsant and anesthetic drugs.
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3.6.5.1 Pharmacology

As a class of drugs, barbiturates exert hypnotic, sedative, anxiolytic, anticonvulsant, and
anesthetic properties. The clinical use of these drugs is based on their shared properties and also
unique properties of individual drugs within this class.! As CNS depressants, barbiturates exert
effects on excitatory and inhibitory synaptic neurotransmission. Barbiturates are known to
decrease excitatory amino acid release and post-synaptic response in experimental animals by
blocking the excitatory glutamate response. This may be due to a direct effect on the glutamate
sensitive channel, or an indirect effect on calcium channels.! The ultra short acting barbiturates
used for anaesthesia, such as thiopental, depress excitatory neuronal transmission to a greater
extent than the anticonvulsant barbiturates.?

Barbiturates also exert an effect on gamma-aminobutyric acid neurotransmission. Barbitu-
rates, such as pentobarbital, enhance the binding of GABA to GABA, receptors. This effect
occurs both in the CNS and the spinal cord. The enhanced action of GABA depresses both
normal physiological processes, such as post-synaptic potential evocation, and pathophysiologi-
cal processes such as seizures.! Barbiturates also enlarge GABA-induced chloride currents by
extending the time for chloride channel opening.? It is important to note that some barbitu-
rates such as 5-(1,3-dimethylbutyl)-5-ethyl barbituric acid (DMBB), promote convulsions by
directly depolarizing the neuronal membrane and increasing transmitter release.

3.6.5.2 Absorption

When utilized as sedative-hypnotics, barbiturates are administered orally. They are rapidly and
completely absorbed by this route with nearly 100% bioavailability and an onset of action
ranging from 10 to 60 min.3 Sodium salts are more rapidly absorbed than free acids. Intramus-
cular injections of sodium salts should be made deep into the muscle to prevent pain and tissue
damage. Some barbiturates are also administered rectally; barbiturates utilized for the induc-
tion and maintenance of anaesthesia (thiopental) or for treating status epilepticus (phenobar-
bital) are administered intravenously.

Pentobarbital is a short acting barbiturate available for oral, intramuscular, rectal, and
intravenous administration. After a single oral dose of 100 mg, peak serum concentrations of
1.2 to 3.1 mg/L were achieved at 0.5 to 2.0 h.* These concentrations diminished slowly to
an average of 0.3 mg/L at 48 h. When administered intravenously, in a 5 min continuous
infusion of 50 mg, plasma concentrations averaged 1.18 mg/L (N=5) at 0.08 h, declining to
0.54 mg/L after 1 h and reaching 0.27 mg/L after 24 h.> Repeated intravenous doses of
pentobarbital, typically 100 to 200 mg every 30 to 60 min, are administered to reduce
intracranial pressure and decrease cerebral oxygen demand in patients with severe head trauma
or anoxic brain damage.® Doses are adjusted to maintain plasma concentrations between 25 to
40 mg/L.

Amobarbital is a barbituric acid derivative of intermediate duration of action. It is admin-
istered orally in doses of 15 to 200 mg as a sedative-hypnotic and in ampules of 65 to 500 mg
for intravenous and intramuscular injection for the seizure control.® Following a single oral
dose of 120 mg, peak serum concentrations averaged 1.8 mg/L after 2 h.” After an oral dose
of 600 mg distributed over a 3-h period, the peak blood concentration was achieved after 30
min, averaging 8.7 mg/L, with a decline to 4.1 mg/L by 18 h.

Phenobarbital is utilized as a daytime sedative and anticonvulsant. It also induces several
cytochrome P-450 isozymes. Compared to other barbiturates, phenobarbital has a low oil/
water partition coefficent which results in slow distribution into the brain. It is available for
oral, intravenous, or intramuscular administration. Doses for epileptic patients range from 60
to 200 mg per day. After a single oral dose of 30 mg, peak serum concentrations averaged 0.7
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mg/L (N=3). Repeated doses over a period of 7 days resulted in an average peak concentration
of 8.1 mg/L..% Chronic administration of 200 mg per day as anticonvulsant medication resulted
in an average blood concentration of 29 mg /L (range= 16-48 mg/L).°

3.6.5.3 Distribution

Barbiturates are generally widely distributed throughout the body. The highly lipophilic
barbiturates, especially those used to induce anaesthesia, undergo redistribution when admin-
istered intravenously. Barbiturates enter less vascular tissues over time, such as muscle and
adipose tissue, and this redistribution decreases concentrations in the blood and brain. With
drugs such as thiopental, this redistribution results in patients waking up within 5 to 15
minutes after injection of a anaesthetic dose.

Pentobarbital is 65% plasma protein bound with a volume of distribution of 0.5 to 1.0L/
kg.® After intravenous administration, estimates of the plasma half-life have averaged between
20 to 30 h. Amobarbital is similar to pentobarbital in the degree of plasma protein binding
(59%) with a slightly larger volume of distribution (0.9 to 1.4 L/kg). The plasma half-life,
however, is dose dependent, with a range of 15 to 40 h.® Phenobarbital is approximately 50%
plasma protein bound with a volume of distribution of 0.5 to 0.6 L/kg. The plasma half-life
averages 4 days with a range of 2 to 6 days.

3.6.5.4 Metabolism and Elimination

Generally, barbiturates are metabolized by oxidation and conjugation in the liver prior to renal
excretion. The oxidation of substituents at the C5 position is the most important factor in
terminating pharmacological activity.? Oxidation of barbiturates results in the formation of
alcohols, phenols, ketones, or carboxylic acids with subsequent conjuation with glucuronic
acid. Other metabolic transformations include N-hydroxylation, desulfuration of thiobarbiturates
to oxybarbiturates, opening of the barbituric acid ring, and N-dealkylation of N-alkylbarbiturates
to active metabolites, e.g., mephobarbital to phenobarbital.?

Pentobarbital is biotransformed by oxidation of the penultimate carbon of the methyl butyl
side-chain to produce a mixture of alcohols, and by N-hydroxylation. The alcoholic metabolites
of pentobarbital are pharmacologically inactive. Approximately 86% of a radioactive dose is
excreted in the urine in 6 days, about 1% as unchanged drug and up to 73% as the 1- and
d-diastercoisomers of 3’-hydroxypentobarbital in a 5.4:1 ratio, and up to 15% as
N-hydroxypentobarbital.® None of these metabolites are eliminated as conjugates.

Amobarbital is extensively metabolized to polar metabolites in a process that is saturable
and best described by zero order kinetics at therapeutic doses.!® Two major metabolites are
produced by hydroxylation and N-glycosylation. 3’-Hydroxyamobarbital possesses pharmaco-
logical activity. Approximately 92% of a single dose is excreted in the urine with 5% excreted
in the feces over a 6-day period. Approximately 2% is excreted unchanged in the urine, 30 to
40% is excreted as free 3’-hydroxyamobarbital, 29% as N-glycosylamobarbital, and 5% as the
minor metabolite, 3’-carboxyamobarbital.

Phenobarbital is primarily metabolized via N-glycosylation and by oxidation to form
p-hydroxyphenobarbital followed by conjugation with glucuronic acid (Figure 3.6.5). A
dihydrohydroxy metabolite has been identified in minor amounts, thought to arise from an
epoxide intermediate.!! Approximately 80% of a single labeled dose is excreted in the urine
within 16 days. Unchanged drug accounts for 25 to 33% of the dose, N-glucosyl-phenobarbital
for 24 to 30%, and free or conjugated p-hydroxyphenobarbital for 18 to 19%.!2 When
administered chronically, approximately 25% of the dose is excreted unchanged in the 24 hour
urine with 8% free and 9% conjugated p-hydroxyphenobarbital.
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3.6.8 BENZODIAZEPINES

The benzodiazepines are among the most commonly encountered prescribed drugs in forensic
analysis. It has been estimated that between 10 and 20% of the adult population in the western
world has ingested these drugs within any year.! They are prescribed for the treatment of
anxiety or panic disorder, and as a sleeping aid, anticonvulsant, or muscle relaxant. Abuse of
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this family of drugs is observed primarily in two forms: persistent therapeutic use, i.e., use
longer than generally recommended; and illicit use, in which the drug is self-administered
without physician approval or supervision. The former type of abuse is common and typically
involves use at low doses compared to the rarely encountered illicit use which may involve high
doses and clear indications of acute intoxication and impairment.?

3.6.8.1 Pharmacology

Benzodiazepines exert central depressant effects on spinal reflexes, in part mediated by the
brainstem reticular system.? For example, chlordiazepoxide depresses the duration of electrical
after discharge in the limbic system. Most benzodiazepines elevate the seizure threshold and
therefore may be used as anticonvulsant medications. Diazepam, clonazepam, and clorazepate
may be prescribed for this therapeutic purpose.

Benzodiazepines potentiate the inhibitory effects of gamma-aminobutyric acid (GABA)
and neurophysiological studies have identified specific benzodiazepine binding sites in the
cerebellum, cerebral cortex, and limbic system.* These sites are located in a complex protein
macromolecule that includes GABA, receptors and a chloride channel. Binding of benzodiaz-
epines is modulated by both GABA and chloride. Several benzodiazepine antagonists, such as
flumazenil, and inverse agonists (compounds with opposite physiological effects to benzodi-
azepines), such as ethyl-f8-carboline-3-carboxylate, competitively inhibit the binding of benzo-
diazepines.

Benzodiazepines are used as hynoptics as they have the ability to increase total sleep time.
They demonstrate minimal cardiovascular effects, but do have the ability to increase heart rate
and decrease cardiac output. Most CNS depressants, including the benzodiazepines, exhibit
the ability to relax skeletal muscles.

3.6.8.2 Absorption

The benzodiazepines are comprised of a large family of lipophilic acids (diazepam pKa = 3.4)
with high octanol /water coefficients. They demonstrate a wide range of absorption rates when
orally administered. Diazepam is absorbed rapidly, with peak concentrations occurring in 1
hour in adults and as rapidly as 15 to 30 min in children. Following a single oral dose of 10
mg, peak blood diazepam concentrations averaged 148 ng/mL at 1 h, declining to 37 ng/mL
by 24 h.> Bioavailability is dependent on drug formulation and route of administration, with
approximately 100% bioavailability of diazepam when administered orally as tablets or in
suspension, decreasing to 50 to 60% when administered intramuscularly or as suppositories.
The rapid rate of absorption may be explained in part by the lipophilicity of diazepam. In
contrast, less lipophilic benzodiazepines, such as lorazepam, exhibit slower rates of absorption,
with an average time to peak blood concentration of 2 h. Prazepam and clorazepate act as
prodrugs and are decarboxylated in the stomach to nordiazepam. Consequently, absorption is
slowed and a delay occurs to the onset of action of these drugs.

3.6.8.3 Distribution

The benzodiazepines exhibit a two compartment pharmacokinetic model.® Central compart-
ment distribution is rapid and a slower distribution occurs into less perfused tissues, such as
adipose. One compartment pharmacokinetic models have been described for some benzodi-
azepines, such as lorazepam.® It is obvious that the more lipophilic benzodiazepines distribute
more rapidly than less lipophilic drugs. Therefore, after a single dose, diazepam, a highly
lipophilic drug, will have a shorter duration of action than lorazepam because it will be rapidly
redistributed throughout the body. This may not be easily understood when considering the
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3.6.8 Metabolic pathway of the benzodiazepines.

half-life because diazepam has a longer half-life (approximately 30 h) than lorazepam (12 to
15 h). Therefore, a long elimination half-life does not necessarily imply long duration of action
after a single dose.

The majority of benzodiazepines are highly bound to plasma proteins (85 to 95%) with
apparent volumes of distribution ranging from 1 to 3 L/kg? due to rapid removal from plasma
to brain, lungs, and adipose tissue.

3.6.8.4 Metabolism and Elimination

The benzodiazepines are extensively metabolized producing multiple metabolites, many of
which share common pathways (Figure 3.6.8). Metabolic processes include hydroxylation,
demethylation, and glucuronidation.

Diazepam undergoes N-demethylation to an active metabolite, nordiazepam. Both of
these compounds are then hydroxylated to temazepam and oxazepam, respectively. These
metabolites are also active, but are usually rapidly excreted and do not accumulate in plasma.
Only small amounts of diazepam and nordiazepam are detected in urine, with 33% of a dose
excreted as oxazepam glucuronide and another 20% excreted as various conjugates.’ Ox-
azepam, the 3-hydroxy metabolite of nordiazepam, is rapidly conjugated with glucuronic acid
to form an inactive metabolite. This conjugate accounts for 61% of an oral dose in the 48-h
urine. Trace amounts of free drug are detected in the urine and other hydroxylation products
account for less than 5% of a dose.” Lorazepam is also rapidly conjugated, forming the inactive
product, lorazepam glucuronide. This conjugate is not rapidly excreted but may achieve plasma
concentrations exceeding the parent drug, with an elimination half life of approximately 16
hours.> Approximately 75% of a dose is eliminated in the urine as the conjugate over 5 days.
Minor metabolites, such as ring hydroxylation products and quinazoline derivatives, constitute
another 14% of the dose. Trace amounts of free drug are found in urine.
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Chlordiazepoxide is metabolized to four active metabolites. The drug is N-demethylated
to norchlordiazepoxide, then deaminated to form demoxepam. These metabolites demonstrate
pharmacological activity similar to the parent drug. Demoxepam is reduced to form nordiazepam,
which accumulates in plasma with multiple dosing. Nordiazepam is then hydroxylated to
produce oxazepam. Less than 1% of the dose is excreted unchanged in the urine with
approximately 6% excreted as demoxepam and the rest as glucuronide conjugates.? Temazepam
undergoes N-demethylation to form the active metabolite, oxazepam. Both parent and me-
tabolite are subsequently conjugated. An average of 82% of a dose is excreted in urine and 12%
in the feces.®

Alprazolam, a triazolobenzodiazepine, is also extensively metabolized by oxidation and
conjugation. Metabolites include a-hydroxyalprazolam, 4-hydroxyalprazolam, and
a,4-dihydroxyalprazolam. The first two metabolites possess approximately 66% and 19% of the
pharmacological activity of the parent, respectively. 3-Hydroxy-5-methyltriazolyl, an analogue
of chlorobenzophenone, is also formed. Approximately 94% of a dose is excreted within 72 h
with 80% excreted in the urine.® Flunitrazepam, the N-methyl-2’-fluoro analogue of nitrazepam,
undergoes biotransformation via N-demethylation, 3-hydroxylation, and glucuronidation. In
addition, the nitro group is reduced to an amine and is subsequently acetylated. Approximately
84% of a labelled dose is excreted in the urine over one week, and 11% is excreted in the feces.?
Less than 0.5% is excreted unchanged. Norflunitrazepam and 7-aminoflunitrazepam may be
detected in plasma for 1 day after a single dose of 2 mg. Triazolam is extensively metabolized
by hydroxylation and subsequent conjugation. The major metabolite, 1-hydroxymethyltriazolam,
possesses pharmacological activity. Only trace amounts of unchanged drug are excreted in the
urine, with approximately 80% of a dose appearing in the urine in 72 h, mainly as glucuronide
conjugates.
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3.6.9 COCAINE

Cocaine is a naturally occurring alkaloid obtained from the plant Erythroxylon coca L. This plant
grows in the Andes region of South America, ideally at clevations between 1,500 to 5,000 ft.!
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A second closely related species has been identified , Erythroxylon novogranatense H., and each
species has one variety known as E. coca var. ipadu Plowman and E. coca novogranatense var.
truxilllense, respectively. Cocaine may also be chemically synthesized with cold aqueous
succinaldehyde and cold aqueous methylamine, methylamine hydrochloride, and the potas-
sium salt of acetone-dicarboxylic acid monomethyl ester.?

Cocaine is used medically by otorhinolaryngologists and plastic surgeons as an epinephrine
cocaine mixture. Solutions for topical application are typically less than 4% cocaine hydrochlo-
ride. In the U.S. cocaine is a scheduled drug under the federal Controlled Substances Act of
1970. Refined cocaine, in the form of the base or hydrochloride salt, is self-administered by
many routes, including snorting, smoking, genital application, and by injection.

3.6.9.1 Pharmacology

Cocaine inhibits the presynaptic reuptake of the neurotransmitters norepinehrine, serotonin,
and dopamine at synaptic junctions. This results in increased concentrations in the synaptic
cleft. Since norepinephrine acts within the sympathetic nervous system, increased sympathetic
stimulation is produced. Physiological effects of this stimulation include tachycardia, vasocon-
striction, mydriasis, and hyperthermia.? Central nervous system stimulation results in increased
alertness, diminished appetite, and increased energy. The euphoria or psychological stimulation
produced by cocaine is thought to be related to the inhibition of serotonin and dopamine
re-uptake. Cocaine also acts as a local anesthetic due to its ability to block sodium channels in
neuronal cells.?

3.6.9.2 Absorption

Cocaine is rapidly absorbed from mucous membranes and the pulmonary vasculature. How-
ever, differences in the rate of appearance of cocaine in blood is dependent on the route of
administration. Coca leaves were chewed by native South Americans over 3,000 years ago.
Recent studies of the oral route of administration found that chewing powdered coca leaves
containing between 17 and 48 mg of cocaine produced peak plasma concentrations of 11 to
149 ng/mL (N=6) at 0.4 to 2 h after administration.* In another study, healthy male
volunteers were administered cocaine hydrochloride (2 mg/kg) in gelatin capsules. Peak
plasma concentrations of 104 to 424 ng/mL were achieved at 50 to 90 min. One of the most
common routes of self-administration of cocaine in North America is the intranasal route.
Wilkinson et al.® found that peak plasma concentrations of cocaine were reached 35 to 90 min
after “snorting” but another study using equivalent doses found that peak plasma concentra-
tions were achieved between 120 and 160 min.® Intravenous administration of 32-mg cocaine
hydrochloride resulted in an average peak plasma concentration of 308 ng/mL at 5 min.°
Cocaine may also be self-administered by the smoked route in the form of cocaine base,
commonly called “crack” or by a process known as “free-basing” in which powdered cocaine
hydrochloride is converted to its base form. In a study in which 6 subjects smoked 50 mg of
cocaine, the average peak plasma cocaine concentration of 203 ng,/mL was achieved at 5 min.”
The bioavailability of cocaine after smoking depends on several factors including the tempera-
ture of volatilization and losses of drug in main and sidestream smoke.

Perez-Reyes et al.? estimated that only 32% of a dose of cocaine base in a pipe is inhaled
by the smoker. Cone’ compared the pharmacokinetics and pharmacodynamics of cocaine by
the intravenous, intranasal, and smoked routes of administration in the same subjects. Venous
plasma cocaine concentrations peaked within 5 min by the intravenous and smoked routes.
Estimated peak cocaine concentrations ranged from 98 to 349 ng/mL and 154 to 345 ng/
mL after intravenous administration of 25-mg cocaine hydrochloride and 42-mg cocaine base
by the smoked route, respectively. After dosing by the intranasal route (32-mg cocaine
hydrochloride) estimated peak plasma cocaine concentrations ranged from 40 to 88 ng/mL
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3.6.9 Metabolic pathway of cocaine.

after 0.39 to 0.85 h.° In this study, the average bioavailability of cocaine was 70.1% by the
smoked route, and 93.7% by the intranasal route.

3.6.9.3 Distribution

After an intravenous dose of radiolabelled cocaine to rats, the highest concentrations were
found in the brain, spleen, kidney, and lung after 15 min, with the lowest concentrations in
the blood, heart and muscle.!? Plasma protein binding in humans is approximately 91% at low
concentrations.'? Cocaine binds to the plasma protein, albumin, and also to a.1-acid glycopro-
tein. The steady state volume of distribution is large (1.6 to 2.7 L/kg), reflecting extensive
extravascular distribution.!?

A two-compartment open linear model has been described for the pharmacokinetic profile
of cocaine after intravenous administration.'? The distribution phase after cocaine administra-
tion is rapid and the elimination half-life estimated as 31 to 82 min.!? Cone? fitted data to a
two-compartment model with bolus input and first order elimination for the intravenous and
smoked routes. For the intranasal route, data were fitted to a 2-compartment model with first
order absorption and first order elimination. The average elimination half-life (t; /23) was 244
min after intravenous administration, 272 min after smoked administration, and 299 min after
intranasal administration.

3.6.9.4 Metabolism

In humans, the principle route of metabolism of cocaine is by hydrolysis of the ester linkages.
Plasma and liver cholinesterases produce the inactive metabolite, ecgonine methyl ester (EME)
(Figure 3.6.9). The second major metabolite, benzoylecgonine (BE), is formed spontaneously
at physiological pH. N-demethylation of benzoylecgonine produces benzoylnorecgonine.
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Further metabolism of EME and BE produces ecgonine. Further hydrolysis of cocaine and BE
produce minor metabolites, meta- and para- hydroxy- cocaine and -BE. The proportion
produced and activity of these metabolites have yet to be completely described.

Cocaine may be N-demethylated by the cytochrome P-450 system to produce an active
metabolite, norcocaine. Further breakdown produces N-hydroxynorcocaine and norcocaine
nitroxide. Further metabolism produces a highly reactive free radical which is thought to be
responsible for the hepatotoxicity observed in cocaine users.!

When cocaine is coadministered with ethanol, cocaethylene is formed in the liver by
transesterification. This lipophilic compound crosses the blood-brain barrier and is known to
contribute to the psychological effects produced by cocaine.! When cocaine is smoked, a
pyrolysis product, anhydroecgonine methyl ester (AEME), is formed. Therefore, the presence
of this compound indicates exposure to smoked cocaine. The pharmacological and toxicologi-
cal properties of this compound have not been studied.

3.6.9.5 Elimination

Approximately 85 to 90% of a cocaine dose is recovered in the 24-h urine.!® Unchanged drug
accounts for 1 to 9% of the dose depending on urine pH, BE, 35 to 54%, and EME, 32 to 49%.
In one study, excretion data was obtained from subjects administered a bolus intravenous
injection of cocaine followed by an intravenous infusion, supplying total doses of 253, 444, and
700 mg cocaine.'* Elimination half-lives averaged 0.8 h, 4.5 h, and 3.1 h, for cocaine, BE, and
EME, respectively. After intranasal application of 1.5 mg/kg, urine cocaine concentrations
averaged 6.7 mg/L during the first hour, and BE concentrations peaked between 4 to 8 hours
at 35 mg/L.!! Oral ingestion of 25 mg cocaine by a single individual resulted in a peak urine
BE concentration of 7.9 mg/L in the 6- to 12-h collection period, with a decline to 0.4 mg/
L by 48 h.!®> The minor metabolites, including the p- and m-hydroxy metabolites, and also the
pyrolysis product, AEME, have been detected in urine after cocaine administration.!®!”
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3.6.10 LYSERGIC ACID DIETHYLAMIDE

Lysergic Acid Diethylamide (LSD) is an indolealkylamine discovered by Albert Hoffman of
Sandoz Laboratories in 1943.! It may be synthesized from lysergic acid and diethylamine.
Lysergic acid, a naturally occurring ergot alkaloid, is present in grain parasitized by the fungus
Claviceps purpurea. A closely related alkaloid, lysergic acid amide, is present in morning glory
seeds and the Hawaiian baby wood rose.! In the 1950s, LSD was used as an aid in the treatment
of alcoholism, opioid addiction, pyschoneurosis, and sexual disorders, but currently it is
classified under Schedule I of the federal Controlled Substances Act with no accepted medical
use in the U.S. It is available illicitly as a powder, tablet, or gelatin capsule, or impregnated in
sugar cubes, gelatin squares, blotter paper, or postage stamps.

3.6.10.1 Pharmacology

LSD is a potent centrally acting drug. The d-isomer is pharmacologically active while the
l-isomer is apparently inactive.! Neuropharmacological studies have shown that LSD exerts a
selective inhibitory effect on the brain’s raphe system by causing a cessation of the spontaneous
firing of serotonin containing neurons of the dorsal and median raphe nuclei. In this way, LSD
acts as an indirect serotonin antagonist. However, inhibition of raphe firing is not sufficient to
explain the psychotomimetic effects of LSD because the compound lisuride is a more potent
inhibitor of the raphe system yet does not demonstrate hallucinogenic potential in humans.
Therefore, other post-synaptic mechanisms such as action on glutamate or serotonin receptors,
may be involved.? Also, there is evidence that LSD indirectly exerts effects on the cytoskeleton
by reducing the amount of serotonin released by the raphe system.? LSD produces sympatho-
mimetic, parasympathomimetic and neuromuscular effects which include mydriasis, lacrima-
tion, tachycardia, and tremor.

3.6.10.2 Absorption

LSD may be self administered orally, nasally, or by parenteral ingestion; however, the oral route
is the most common. Doses of 50 to 300 ug are ingested, with a minimum effective dose of
20 to 25 ug. Absorption is rapid and complete regardless of the route of administration.
However, food in the stomach slows absorption when ingested. Effects are observed within 5
to 10 min, with psychosis evident after 15 to 20 min. Peak effects have been reported 30 to
90 min after dosing; effects decline after 4 to 6 h.* The duration of effects may be 8 to 12 h.

Pharmacokinetic studies in humans are limited with much of the data dating from the
1960s. Following intravenous administration of 2 ug/kg, a peak plasma LSD concentration of
5 ng/mL was observed after 1 h.! At 8 h, the plasma concentration had declined to 1 ng/mL.!
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3.6.10.3 Distribution

Plasma protein binding of LSD is >80%. As the drug penetrates the CNS, it is concentrated
in the visual brain areas, and the limbic and reticular activating systems, correlating with
perceived effects. LSD is also found in the liver, spleen and lungs.* The volume of distribution
is reported to be low at 0.28 L /kg.! Wagner et al.> described a two compartment open model
for LSD with an elimination half life of 3 h.

3.6.10.4 Metabolism and Excretion

The metabolism and elimination of LSD in humans has received limited study. Animal studies
demonstrated extensive biotransformation via N-demethylation, N-deethylation, and hydroxy-
lation to inactive metabolites (Figure 3.6.10).° In humans, demethylation and aromatic
hydroxylation occur to produce N-desmethyl-LSD and 13- and 14-hydroxy-LSD. Hydroxy-
lated metabolites undergo glucuronidation to form water soluble conjugates. Excretion into
the bile accounts for approximately 80% of a dose.* Concentrations of unchanged drug ranged
from 1 to 55 ng/mL in the 24-h urine after ingestion of 200 to 400 ug LSD in humans.” LSD
or its metabolites were detectable for 34 to 120 h following a 300 ug oral dose in 7 human
subjects.® The clearance of LSD in humans is unknown.
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3.6.11 MARIJUANA

The term “marijuana” refers to all parts of the plant Cannabis sativa L., whether growing or
not: the seeds; resin extracted from any part of such plant; and every compound, salt, derivative
or mixture, but does not include the mature stalks, fiber produced from the stalks, or oil or
cake prepared from the seeds.! Cannabis sativa L. is an annual plant that grows in all parts of
the world to a height of 16 to 18 ft. Commercially, it is cultivated for hemp production, with
the bulk of the plant consisting of stalks with very little foliage, except at the apex. In contrast,
the wild plant and those cultivated illegally possess numerous branches as the psychoactive
ingredient is concentrated in the leaves and flowering tops. There may be significant differences
in the gross appearance of marijuana plants due to climatic and soil conditions, the closeness
of other plants during growth, and the origin of the seed. Although the principal marijuana
plant is considered to be the sativa variety, there are purported to be two other Cannabis
species, namely, indica and ruderalis. The latter is not native to the West but is found in the
former Soviet Union and surrounding regions.

Over 400 compounds have been identified in Cannabis sativa L. with at least 60 identified
as substituted monoterpenoids known as cannabinoids. The major pyschoactive constituent of
marijuana is A-9-tetrahydrocannabinol, commonly referred to as THC. Different parts of the
plant contain varying concentrations of THC, with leaves containing <1% to 10% THC by
weight, and hashish, a resin prepared from the flowering tops, containing approximately 15%
THC. THC may be synthesized using citral and olivetol in boron trifluoride and methylene
chloride.!

3.6.11.1 Pharmacology

Marijuana is typically self-administered orally or by smoking in doses of 5 to 20 mg.? It may
produce a variety of pharmacological effects including sedation, euphoria, hallucinations, and
temporal distortion. In addition, THC possesses activity at benzodiazepine and opioid recep-
tors and has effects on prostaglandin synthesis and DNA, RNA and protein metabolism.? Due
to the numerous pharmacological effects demonstrated by THC, a non-specific mechanism of
action was considered likely. However, in the late 1980s a specific cannabinoid receptor was
identified in the brains of rats.* More recently an endogenous cannabinoid ligand was identi-
fied.5 This compound, arachidonylethanolamide, or anandamide, an arachidonic acid deriva-
tive, mimicked THC in binding and pharmacodynamic activity studies.

3.6.11.2 Absorption

Marijuana is commonly self-administered by the smoked route by rolling dried marijuana leaves
in tobacco paper and smoking as a cigarette. Smoking results in rapid drug delivery from the
lungs to the brain. However, loss of drug occurs during the smoking process due to pyrolysis
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and side stream smoke. In an éz vitro study in which loss due to side stream smoke was
minimized, Davis et al.¢ reported a 30% loss of THC due to pyrolysis. Sidestream THC losses
of'40 to 50% have been reported. Once THC reaches the lungs, it is rapidly absorbed with peak
plasma THC concentrations of 100 to 200 ng/mL occurring after 3 to 8 min.” Huestis et al.®
demonstrated that THC is present in blood after the first puft from a marijuana cigarette. Mean
+/- SD THC concentrations of 7.0 +/- 8.1 ng/mL and 18.1 +/- 12.0 ng/mL were observed
after the first inhalation of low or high dose marijuana cigarettes (1.75%, 3.55%), respectively.
These authors also demonstrated that peak concentrations occurred at 9 min after the first puft.
Lemberger et al.? and Huestis et al.® demonstrated that physiological and subjective measures
of drug effect occurred simultaneously with the rise in blood THC concentrations.

After oral administration, THC is also well absorbed, being 90 to 95% complete. However,
the oral route results in lower peak plasma concentrations at a later time. Perez-Reyes et al.10
reported a mean peak plasma THC concentration of 6 ng/mL after ingestion of 20 mg. Wall
and Perez-Reyes!! noted that peak plasma THC concentrations occurred 30 min after intra-
venous administration of 4 to 5 mg, with a mean concentration (N=7) of 62 ng/mL. The
bioavailability of THC following smoking was reported to be 18 to 50%. This wide range
reflects the large inter- and intra-subject variability that occurs in smoking dynamics. The
amount of drug delivered may be varied by altering the number, duration, and spacing of puffs,
the length of time the inhalation is held, and the inhalation volume or depth of puft. In
addition, minimizing losses due to side and mainstream smoke and optimizing the temperature
for drug volatilization will increase the amount of drug available for delivery to the lungs. One
facet of smoking which cannot be controlled by the smoker is drug deposition on non- or
poorly absorbing surfaces within the body. This is usually a function of drug particle or vapor
size. Drug may be deposited in the nasopharyngeal region or the upper bronchial tree. This
reduces the amount of drug reaching the lung alveoli where rapid absorption into the blood
and subsequent transport to the brain occurs.

Ohlsson et al.!? compared the bioavailability of THC after intravenous, smoked, and oral
administration. Eleven healthy subjects were administered 5 mg intravenously, 19 mg smoked,
and 20 mg orally. Plasma concentrations rose rapidly after intravenous administration, reaching
161 to 316 ng/mL at 3 min and declining rapidly thereafter. Peak plasma concentrations also
occurred at 3 min after smoking, with lower concentrations of THC ranging from 33 to 118
ng/mL. The plasma concentration time curve after smoking was similar to that obtained after
intravenous administration but at lower concentrations. In contrast, low THC concentrations
were found after oral administration, with much higher inter subject variability. The authors
determined the bioavailability of THC to be 8 to 24% after smoking compared with 4 to 12%
after oral ingestion.

3.6.11.3 Distribution

THC is 97 to 99% plasma protein bound with little present in red blood cells. Due its
lipophilicity, THC is rapidly distributed into tissues. Highly perfused organs, such as the brain,
accumulate THC rapidly after administration, whereas THC distributes more slowly into
poorly perfused tissues such as fat. Harvey et al.!? reported maximum THC concentrations in
the brains of mice 30 min after a single intravenous dose. The distribution of THC into various
tissues and organs such as brain, liver, heart, kidney, salivary glands, breast milk, fat, and lung,
is reflected in the large volume of distribution (4 to 14 L /kg).? Following an intravenous dose
of THC, Hunt and Jones!'* proposed a four compartment model to describe four tissue
composites into which THC distributes. These investigators reported average half-lives of 1
min, 4 min, 1 h, and 19 h to describe these compartments. These authors determined that a
“pseudoequilibrium” is achieved between plasma and tissues 6 h after an intravenous dose.
Thereafter, THC is slowly eliminated as THC diffuses from tissue to the blood. The terminal
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3.7.11 Metabolic pathway of delta-9-THC.

elimination half-life is approximately 1 day but has been reported to be 3 to 13 days in frequent
users.?

3.6.11.4 Metabolism and Excretion

Metabolism is the major route of elimination of THC from the body as little is
excreted unchanged. In humans, over 20 metabolites have been identified in urine and feces.'®
Metabolism in humans involves allylic oxidation, epoxidation, aliphatic oxidation, decarboxy-
lation and conjugation. The two monohydroxy metabolites (Figure 3.6.11) 11-hydroxy
(OH)-THC and 8-beta-hydroxy THC are active, with the former exhibiting similar activity and
disposition to THC, while the latter is less potent. Plasma concentrations of 11-OH-THC are
typically <10% of the THC concentration after marijuana smoking. Two additional hydroxy
compounds have been identified, namely, 8-alpha-hydroxy-THC and 8,11-dihydroxy-THC
and are believed to be devoid of THC-like activity. Further oxidation of 11-OH-THC
produces the inactive metabolite, 11-nor-9-carboxy-THC, or THC-COOH. This metabolite
may be conjugated with glucuronic acid and is excreted in substantial amounts in the urine.

The average plasma clearance is 600 to 980 mL /min with a blood clearance of 1.0 to 1.6
L/min. which is close to hepatic blood flow. This indicates that the rate of metabolism of THC
is dependent on hepatic blood flow.

Approximately 70% of a dose of THC is excreted in the urine (30%) and feces (40%) within
72 h.?2 Because a significant amount of the metabolites are excreted in the feces, enterohepatic
recirculation of THC metabolites may occur. This would also contribute to the slow elimina-
tion and hence long plasma half-life of THC. Unchanged THC is present in low amounts in
the urine and 11-OH-THC accounts for only 2% of a dose. The remainder of the urinary
metabolites consist of conjugates of THC-COOH and unidentified acidic products. Following
a single 10-mg dose of THC by the smoked route, urinary THC-COOH concentrations
peaked within 16 h of smoking, at levels of 6 to 129 ng/mL (N=10).1¢ Passive exposure to
marijuana smoke may also produce detectable urinary metabolite concentrations. Cone et al.l”
exposed 5 volunteers to the smoke of 16 marijuana cigarettes (2.8%THC content) for 1 h each
day for 6 consecutive days. After the first session, THC-COOH concentrations in urine ranged
from 0 to 39 ng/mL. A maximum THC-COOH concentration of 87 ng/mL was detected in
1 subject on Day 4 of the study.

© 1998 by CRC Press LLC



—

10.

11.

12.

13.

14.

15.

16.

17.

REFERENCES

Saferstein R.: Forensic Science Handbook Vol. 11. Prentice Hall Englewood Cliffs, NJ, 1988.
Disposition of Toxic Drugs and Chemicals in Man 4th ed. Baselt, R.C., and Cravey, R.H.
Chemical Toxicology Institute, Foster City, CA (1995).

Huestis, M.A. : Pharmacology and Toxicology of Marijuana. In-Service Training and Continu-
ing Education AACC/TDM, American Association for Clinical Chemistry, Inc., Washington,
D.C. 14 (6): 129-142 (1993).

Devane, W.A., Dysarz F.A., Johnson, M.R., Melvin, L.S., and Howlett, A.C.: Determination
and Characterization of a cannabinoid receptor in rat brain. Mol. Pharmacol. 34:605-613
(1988).

Devane, W.A., Hanus, L., And Breuer, A.: Isolation and structure of a brain constituent that
binds to the cannabinoid receptor. Science 258: 1946-1949 (1992).

Davis, K.H., McDaniel, I.A., Cadwell, L.W., and Moody, P.L.: Some smoking characteristics
of marijuana cigarettes. In: Agurell, S., Dewey, W.L., and Willette, R.E., eds. Cannabinoids,
Chemical, Pharmacologic, and Therapentic Aspects. New York:Academic Press, 1984 p97-109.
Hollister, L.E., Gillespie, H.K., Ohlsson, A., Lindgren, J.E., Wahlen, A., and Agurell, S.: Do
plasma concentrations of delta-9-THC reflect the degree of intoxication? J. Clin. Pharmacol.
21:171s-177s (1981).

Huestis, M.A., Sampson, A.H., Holicky, B.J., Henningfield, J.E., and Cone, E.J.: Character-
ization of the absorption phase of marijuana smoking. Clin. Pharmacol. Ther. 52 (1): 31-41
(1992).

Lemberger, L, Silberstein, S.D., Axelrod, J., and Kopin, I.J.: Marijuana: Studies on the
disposition and metabolism of delta-9-tetrahydrocannabinol in man. Science 170: 1320-1322
(1970).

Perez-Reyes, M, Owens, S.M., and DiGuiseppi,S.: The clinical pharmacology and dynamics of
marijuana cigarette smoking. J. Clin. Pharmacol. 21: 201-7S (1981).

Wall, M.E., and Perez-Reyes, M.: The metabolism of delta-9-tetrahydrocannabinol and related
cannabinoids in man. J. Clin. Pharmacol. 21: 178s-189s (1981).

Ohlsson, A., Lindgren, J.E., Wahlen, A., Agurell, S., Hollister, L.E, and Gillespie, H.K: Plasma
delta-9-tetrahydrocannabinol concentrations and clinical effects after oral and intravenous
administration and smoking. Clin. Pharmacol. Ther. 28: 409-416 (1980).

Harvey, D.J.: Chemistry, metabolism and pharmacokinetics of cannabinoids. In Marijuana in
Science and Medicine, Nahas, G., ed., Raven Press, New York, p 38-108, (1984).

Hunt, C.A., and Jones, R.T.: Tolerance and disposition of tetrahydrocannabinol in man. J.
Pharmacol. Exp. Ther. 215: 35-44 (1980).

Widman, M., Halldin, M.M., and Agurell, S.: Metabolism of delta-1-tetrahydrocannabinol in
man. In Pharmacokinetics and Pharmacodynamics of Psychoactive Druygs ., Barnett, G., and
Chiang, C.N., eds. Biomedical Publications, Foster City, CA. p 415-426 (1985).
McBurney, L.J., Bobbie, B.A., and Sepp, L.A.: GC/MS and EMIT analyses for
delta-9-tetrahydrocannabinol metabolites in plasma and urine of human subjects. J. Anal.
Toxicol. 10:56-64 (1986).

Cone, E.J., Johnson, R.E., and Darwin, W.E.: Passive inhalation of marijuana smoke: urinalysis
and room air levels of delta-9-tetrahydrocannabinol. J. Anal. Toxicol. 11: 89-96 (1987).

3.6.12 OPIOIDS

The term “opioids™ refers to natural, semisynthetic, and synthetic alkaloid derivatives either
prepared from opium or synthesized possessing morphine-like activity. This group includes
natural compounds (usually denoted “opiates”) such as morphine and codeine; and synthetic
and semisynthetic compounds such as oxycodone, buprenorphine, fentanyl, methadone, and
tramadol. The pharmacological effects and pharmacokinetic parameters of opioid drugs share
many characteristics and will be illustrated with the prototypic drug in this class, morphine.
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Morphine is a naturally occurring opioid obtained from opium. Opium is itself obtained from
the milky exudate from incisions made in the unripe seed capsule of the poppy plant, Papaver
sommifernm. Opium contains 10 to 17% morphine.

Morphine is the recommended and most widely used potent opioid analgesic for chronic
pain! and therefore a relatively large volume of pharmacokinetic data exists describing clinical
studies. The effects of route of administration,? renal dysfunction,?® and anaesthetic technique*
on morphine pharmacokinetics have been described in addition to its use as an anaesthetic for
major abdominal surgery, for sedation and analgesia in premature neonates, for control of pain
in children following cardiac surgery,® and for the relief of labour pain.®

3.6.12.1 Morphine
3.6.12.1.1 Pharmacology

Morphine and other opioids produce their pharmacological effects by binding to opioid
receptors located throughout the body. At least four distinct opioid receptor classes have been
described within the CNS in addition to several subtypes. Members of each class of opioid
receptor have been cloned by cDNA and the predicted amino acid sequences described.
Receptor binding studies have elucidated distinct selectivity profiles for four receptor types,
namely, u (mu), ¥ (kappa), o (sigma), and & (delta), whereas functional studies have revealed
unique pharmacological profiles.” Morphine and other opioids produce analgesia primarily
through interaction with mu receptors. In addition, binding with p-receptors produces respi-
ratory depression, miosis, reduced gastrointestinal activity, and euphoria. Drugs that bind
selectively to kappa receptors also produce analgesia but act principally in the spinal cord and
result in less intense miosis or respiratory depression compared with mu agonists.” Kappa
agonists produce spinal analgesia, sedation, and miosis whereas sigma agonists produce dys-
phoric psychomimetic effects. The effects produced by binding to delta opioid receptors are
unclear. The enkephalins are the endogenous ligands for these receptors. Binding to this
receptor type also produces spinal and supraspinal analgesia. The highest concentrations of
opioid receptors are found in the limbic system, thalamus, hypothalamus, striatum, mid brain,
and spinal cord.® Morphine possesses greater agonist activity at mu rather than kappa receptors,
some activity at delta receptors, and minimal activity at sigma receptors.

At least three mechanisms have been proposed to account for opioid-induced analgesia.
Opioid receptors on the terminals of primary afferent nerves mediate inhibition of the release
of neurotransmitters. Morphine also exerts postsynaptic inhibitory actions on interneurons and
on the output neurons of the spinothalmic tract that transports nociceptive information to
higher centers in the brain.” Morphine causes constriction of the pupil by an excitatory action
on the parasympathetic nerve innervating the pupil. Morphine also causes respiratory depres-
sion, due to a direct effect on the respiratory centers of the brainstem by reducing the
responsiveness to carbon dioxide. Opioids depress the pontine and medullary centers involved
in regulating the rhythmicity of breathing.” Nausea and vomiting caused by morphine and
other opioids is due to direct stimulation of the chemoreceptor trigger zone in the medulla
oblongata.

3.6.12.1.2 Absorption

Morphine may be administered orally, by subcutaneous or intramuscular injection, or by
intravenous or epidural dosing or continuous infusion. The oral bioavailability of morphine is
low due to extensive first pass hepatic metabolism. After epidural administration, morphine is
completely absorbed with 7% of the dose reaching the cerebrospinal fluid and spinal cord.® Peak
concentrations of morphine in plasma were achieved approximately 30 min after a single dose.
After continuous epidural infusion of 0.75 mg/h, plasma concentrations of 5 ng/mL were
consistently measured.’
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Intermittent intravenous administration of morphine may result in wide variations in
morphine concentrations. For example, variations of 200 ng/mL may be observed after the
administration of 5 mg every 4 h (peak concentrations of approximately 200 ng/mL within
minutes of administration declining to less than 20 ng/mL by 1 h).” However, if morphine
is infused at a rate of 1.5 mg/h, then plasma concentrations are maintained at approximately
20 ng/mL after 1 h of accumulation. Assuming pain relief is achieved when plasma morphine
concentrations are in the range 15 to 50 ng/mlL, effective pain relief would be achieved by
continuous intravenous infusion rather than intermittent intravenous dosing in the scenarios
outlined above. These actions of morphine are explained by the pharmacokinetic characteristics
such as a small central compartment volume, a large volume of distribution, and a rapid
clearance.

A single intravenous dose of 0.125 mg/kg of morphine to adults resulted in a peak serum
concentration at 0.5 min of 440 ng/mlL, declining to 20 ng/mL by 2 h.!° Intramuscular
injection of the same dose resulted in an average peak serum concentration of 70 ng/mL, 10
to 20 min after administration, declining to 20 ng/mL after 4 h. Epidural administration of
a single dose of 0.1 mg/kg of morphine to surgical patients produced an average peak serum
concentration of 80 ng/mL after 10 min, declining to approximately 10 ng/mL after 4 h
(N=9).1! The oral bioavailability of morphine is approximately 38% with a reported range of
15 to 64%.12 Oral doses of 20 to 30 mg of morphine administered to adult terminally ill cancer
patients maintained morphine serum concentrations above 20 ng/mL for 4 to 6 h.13

3.6.12.1.3 Distribution

The volume of distribution of morphine ranges from 2 to 5 L /kg in humans.!? Plasma protein
binding of morphine in healthy humans ranges from 12 to 35% and appears to be independent
of concentration over approximately a 1000-fold range although a slight decrease (24 to 20%
bound) was observed when the concentration was increased from therapeutic by 60-fold.!*
Morphine is bound mainly to albumin with approximately 5% bound to y-globulin and 5% to
al-acid glycoprotein. The blood/plasma concentration ratio for morphine in healthy humans
averages 1.02.12 This ratio was found to be consistent in the concentration range 35-140 nM.!#
The plasma half-life averaged 1.8 h and 2.9 h in female and male surgical patients, respec-
tively.1® Aitkenhead et al.!'? found no increase in half-life in patients with renal failure but it is
doubled in cirrhotic patients.'®

Morphine is relatively hydrophilic and therefore distributes slowly into tissues and does not
persist. In the adult, small amounts cross the blood-brain barrier, with more lipophilic opioids
such as heroin and methadone crossing rapidly.” Morphine administered epidurally or directly
into the spinal canal is effective in producing prolonged analgesia. However, there is rostral
spread of the drug in the spinal fluid which may result in respiratory depression and other
adverse effects later.

3.6.12.1.4 Metabolism and Excretion

The major pathway for the metabolism of morphine is by conjugation with glucuronic acid
(Figure 3.6.12.1). The free phenolic hydroxyl group undergoes glucuronidation to produce
morphine-3-glucuronide, a highly water soluble inactive metabolite. The metabolite,
morphine-6-glucuronide is pharmacologically active and when administered systemically was
found to be twice as potent as morphine. However, when administered intrathecally or
intracerebroventricularly to rodents, morphine 6-glucuronide was approximately 100-fold
more potent than the parent compound. Higher blood concentrations of this metabolite are
measured in patients undergoing chronic oral dosing, suggesting a significant role in producing
analgesia in such individuals.
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3.6.12.1. Metabolic pathway of heroin and morphine.

Approximately 5% of a dose of morphine is N-demethylated to normorphine. This metabo-
lite is also pharmacologically active, although its relative potency is less than morphine and due
to the low concentrations typically measured after morphine administration, may not contrib-
ute significantly to the overall pharmacological effects.

Metabolism occurs primarily in the liver with 90% of a dose excreted in the urine and 10%
in the feces. There is extensive enterohepatic circulation of both conjugated and unconjugated
morphine. Approximately 87% of a dose of morphine is excreted in the 72-h urine, 75% as
morphine-3-glucuronide, 10% as free morphine, and the remainder as morphine-6-glucuronide,
morphine-3-sulfate, normorphine, and conjugates. The clearance of morphine was found to
vary between 1.2 to 1.9 L/min/70kg in several human studies.!*

3.6.12.2 Heroin

Heroin, or 3,6-diacetylmorphine, was first synthesized from morphine by C.R. Wright in 1874.
The Bayer Company of Germany subsequently marketed the drug as an analgesic in 1898.
Currently in the U.S. heroin has no accepted medical use and is placed in Schedule I of the
federal Controlled Substances Act of 1970.

Heroin is typically self-administered by intramuscular or intravenous injection and also by
nasal insufflation (“snorting”) or smoking. Peak heroin concentrations in blood are achieved
within 1 to 5 min after intravenous and smoked administration!” and within 5 min after
intranasal and intramuscular administration.!® In a study in which the method of smoked
heroin delivery was optimized to reduce loses due to pyrolysis and sidestream smoke, Jenkins
et al.1” reported similar pharmacokinetic profiles for the smoked and intravenous routes. Mean
elimination half-lives for two subjects across three doses of heroin were 3.3 minnd 3.6 min,
after smoked and intravenous administration, respectively. The mean residence time of heroin
was less than 10 min after all doses by both routes. Cone et al.!8 reported that the pharmaco-
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kinetic profile of intranasal heroin was equivalent to that for the intramuscular route. Mean
climination half-lives (hours plus or minus SD) were determined to be 0.09 = 0.05, 0.07 +
0.02, and 0.13 £ 0.07, following intranasal administration of 6 mg and 12 mg, and intramus-
cular administration of 6 mg of heroin, respectively. The relative potency of intranasal heroin
was estimated to be approximately one-half that of intramuscular administration.

It is known from iz vitro studies that heroin is rapidly deacetylated to an active metabolite,
6-acetylmorphine, which is then hydrolyzed to morphine (Figure 3.6.12.1). Spontaneous
hydrolysis to 6-acetylmorphine may occur under various conditions. Heroin is susceptible to
base catalyzed hydrolysis but will also hydrolyze in the presence of protic compounds such as
ethanol, methanol, and aqueous media.

The addition of two acetyl-ester groups to the morphine molecule produces a more
lipophilic compound. Because heroin exhibits little affinity to opiate receptors in the mamma-
lian brain, it has been postulated that it acts as a prodrug, to facilitate the entry of the active,
but less lipophilic, compounds 6-acetylmorphine and morphine.

Following intravenous infusion of 70 mg of heroin to human volunteers, 45% of the dose
was recovered in urine after 40 h. Over 38% was recovered as conjugated morphine, approxi-
mately 4% as free morphine, 1% as 6-acetylmorphine and 0.1% as heroin.!? Urinary elimination
half-lives of 0.6, 4.4, and 7.9 hours were reported for 6-acetylmorphine, morphine, and
conjugated morphine, respectively, after administration of 6 mg of heroin by the intramuscular
route.!?

3.6.12.3 Methadone

Methadone is a synthetic opioid, clinically available in the U.S. since 1947.12 It exists in the
dextro- and levo-rotatory forms with the levo-isoform possessing approximately 8 to 50 times
more pharmacological activity.2® Methadone acts on the central nervous and cardiovascular
systems producing respiratory and circulatory depression. Methadone also produces miosis and
increases the tone of smooth muscle in the lower gastrintestinal tract while decreasing the
amplitude of contractions. It is used clinically for the treatment of severe pain and in mainte-
nance programs for morphine and heroin addicts.!?

Methadone is typically administered orally, with peak blood concentrations occurring after
4 h. Inturrisi and Verebely?! reported a peak plasma concentration of 75 ng/mL at 4 h after
a single 15-mg oral dose. Concentrations declined slowly, with a half-life of 15 h, reaching 30
ng/mL by 24 h. A single 10-mg intravenous dose of methadone resulted in initial plasma
concentrations of 500 ng/mL declining to 50 ng/mL after 1 to 2 h.?? Peak plasma concen-
trations (mean = 830 ng/mL) after 4 h were also observed with chronic oral administration
of 100 to 200 mg/day.?! Concentrations of methadone reach a maximum in brain tissue
approximately 1 to 2 h after an oral dose.2® Methadone is highly plasma protein bound (87%)
with 70% bound to albumin.?’ Methadone distributes rapidly to tissues, especially the lungs,
liver, kidneys, and spleen. The volume of distribution is 4-5 L /kg.12

Methadone is metabolized in the liver by N-demethylation to produce unstable metabo-
lites which undergo cyclization to form the metabolites, 2-cthylidene-1,5-dimethyl-3,3-
diphenylpyrrolidine (EDDP) and 2-ethyl-5-methyl-3,3-diphenylpyrroline (EMDP) (Figure
3.6.12.3). These metabolites and the parent drug undergo para-hydroxylation with subsequent
conjugation with glucuronic acid. All three are excreted in the bile and are the major excretory
products measured in the urine after methadone administration. Minor metabolites, methadol,
and normethadol exhibit pharmacological activity similar to methadone but are produced in
low concentrations.

Large individual variations in the urine excretion of methadone are observed depending on
urine volume and pH, the dose and rate of metabolism. Acidifciation of the urine may increase
the urinary output of methadone from 5 to 22%.2° Typically, following a 5-mg oral dose,
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3.6.12.3. Metabolic pathway of methadone.

methadone and EDDP account for 5% of the dose in the 24-h urine. In those individuals on
maintenance therapy, methadone may account for 5 to 50% of the dose in the 24-h urine and
EDDP may account for 3 to 25% of the dose.
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3.6.13 PHENCYCLIDINE

Phencyclidine, PCP, or 1-(1-phenylcyclohexyl) piperidine is an arylcyclohexamine with struc-
tural similarities to ketamine. It is a lipophilic weak base with a pKa of 8.5. Phencyclidine was
originally synthesized and marketed under the trade name Sernyl®, by Parke-Davis for use as
an intravenously administered anaesthetic agent in humans. Distribution began in 1963 but
was discontinued in 1965 due to a high incidence (10 to 20%) of post-operative delirium and
psychoses. However, its use continued as a veterinary tranquilizer for large animals until 1978,
when all manufacture was prohibited and PCP was placed in Schedule II of the federal
Controlled Substances Act (1970).

Illicit use of PCP as a hallucinogenic agent was first reported in San Francisco in 1967.1
It was first abused in oral form but then gained popularity in the smoked form as this mode
of drug delivery allowed better control over dose. Because illicit synthesis is relatively easy and
inexpensive, abuse became widespread in the 1970s and early 1980s. Today, use of PCP tends
to be highly regionalized and located in certain areas of the U.S., notably, the Washington
D.C./Baltimore corridor, New York City, and Los Angeles.?

3.6.13.1 Pharmacology

Phencyclidine binds with high affinity to sites located in the cortex and limbic structures of the
brain. Binding results in blockade of N-methyl-D-aspartic acid (NMDA)- type glutamate
receptors. The actions of glutamate and aspartate at the NMDA receptor allow movement of
cations across the cell membrane. PCP exerts its action by binding to the glutamate receptor,
thus preventing the flux of cations.? PCP is also known to exert effects on catecholamines,
serotonin, gamma-hydroxy butyric acid, and acetylcholine neurotransmitter release, but its role
is incompletely defined. Due to its action on several systems, the physiological and behavioral
effects of PCP are varied and depend on not only the dose, but the route of administration and
user’s previous experience.
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3.6.13.2 Absorption

Phencyclidine is typically self-administered by the oral, intravenous, or smoked routes. After
oral administration to healthy human volunteers, the bioavailability was found to vary between
50 to 90%.* In this study, peak plasma concentrations were achieved after 1.5 h and appeared
to correlate with the time to reach maximum pharmacological effects. However, because there
have been no comprehensive clinical controlled studies of phencyclidine, a correlation between
PCP blood concentrations and pharmacological effects has not been definitively documented.
Maximum serum PCP concentrations ranged between 2.7 and 2.9 ng/mL after 1 mg PCP
administered orally.*

PCP is commonly self-administered by the smoked route. Liquid PCP is soaked in parsley
flakes and rolled as a cigarette; powdered PCP is sprinkled over a marijuana joint or the end
of a tobacco cigarette is dipped in liquid PCP and then smoked. Cook et al.® studied the
pharmacokinetic properties of PCP deposited on parsley cigarettes. Upon smoking, PCP is
partially volatilized to 1-phenylcyclohexene (PC). These investigators found that 69 + 5% of
the PCP available in the cigarette was inhaled, 39% as PCP and 30% as PC.> The pharmaco-
logical and toxicological properties of PC have not been established. Peak plasma concentra-
tions of PCP were reached within 5 to 20 min. In 80% of the subjects, a second peak was
observed in plasma PCP concentrations, occurring 1 to 3 h after the end of smoking. This may
have been due to trapping of PCP in the mouth, where it could be released and absorbed by
the G.I. tract or, alternatively, it could be due to absorption by the lung and bronchial tissue
with slower release into the systemic circulation.® Long-term users of PCP report feeling the
effects of the drug within 2 to 5 min of smoking, with a peak effect after 15 to 30 min and
residual effects for 4 to 6 h.”

3.6.13.3 Distribution

Plasma protein binding of PCP in healthy individuals remains relatively constant between 60
to 70% over the concentration range of 0.007 to 5000 ng/mL.> PCP binding to serum
albumin accounts for only 24% of the binding® which suggests binding to another protein may
occur to a significant extent. When studied iz vitro, o;-Acid glycoprotein was also found to
bind phencyclidine.® The volume of distribution has been shown to be large, between 5.3 to
7.5 L/kg,® providing evidence of extensive distribution to extravascular tissues.

Wall et al.? administered 1.3 ug/kg of 3H-PCP intravenously to human volunteers and
collected blood samples for 72 h. Data from this study suggested a two compartment
pharmacokinetic model with a plasma half life for PCP of 7 to 16 h. Domino et al.!® further
analyzed the data from Wall et al. and developed a more complex three compartment PK
model. The reported half-lives for cach compartment were 5.5 min, 4.6 h, and 22 h. The
specific tissues and organs represented by the multicompartment model were not identified.
Half-lives of greater than 3 days have been reported in cases of PCP overdose.!!

3.6.13.4 Metabolism and Excretion

PCP is metabolized by the liver through oxidative hydroxylation. Unchanged PCP, two
monohydroxylated, and one dihydroxylated metabolite have been identified in urine after oral
and intravenous administration.!? The monohydroxlyated metabolites have been identiifed as
4-phenyl-4-(1-piperidinyl)-cyclohexanol (PPC) and 1-(1-phenylcyclohexyl)-4-hydroxypiperidine
(PCHP). These metabolites are pharmacologically inactive in humans and PPC is present in
both cis- and trans-isomeric forms. The cis/trans ratio was found to be 1:1.4 in human urine.’
The dihydroxylated metabolite was identified as 4-(4-hydroxypiperidino)-4-phenylcyclohexanol
(HPPC). These metabolites are present in urine as glucuronide conjugates in addition to their
unconjugated forms.®
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Approximately 30 to 50% of a labeled intravenous dose is excreted over a 72-h period in
urine as unchanged drug (19.4%) and 80.6% as polar metabolites, mainly 4-phenyl-4-
(1-piperidinyl) cyclohexanol.> Only 2% of a dose is excreted in feces.!? After 10 days, an average
of 77% of an intravenous dose is found in the feces and urine.” Green et al.!? reported urine
PCP concentrations between 40 to 3400 ng/mL in ambulatory users.

Urine pH is an important determinant of renal elimination of PCP. In a study in which
urine pH was uncontrolled (6.0 to 7.5), the average total clearance of PCP was 22.8 + 4.8 L/
h after intravenous administration.* In the same study, renal clearance was 1.98 = 0.48 L /h.
When the urine was made alkaline, the renal clearance of PCP was found to decrease to 0.3
+ 0.18 L/h. If the urine was acidified (pH 6.1) in the same subjects, renal clearance increased
to 2.4 £ 0.78 L/h.13 Aronow et al.'* determined that if the urine pH was decreased to < 5.0,
renal clearance increases significantly to 8.04 £ 1.56 L/h. There is disagreement about the
utility of urine acidification in the treatment of PCP overdose, even though excretion may be
increased by as much as 100-fold.'® It should be noted that acidification may increase the risk
of metabolic complications.!¢

REFERENCES

1. Nicholl, A. M. :The non therapeutic use of pyschoactive drugs. N. Eng. J. Med. 308:925-933
(1983).

2. Epidemiologic trends in drug abuse, data from the Drug Abuse Early Warning Network, Vol.
11. Rockville, MD: Dept. Health and Human Services, National Institute on Drug Abuse, June
(1994).

3. Stone, J. A. : Phencyclidine. In-Service Training and Continuing Education AACC/TDM,
American Association for Clinical Chemistry, Inc., Washington, D.C. 17 (8): 199-202 (1996).

4. Cook, C.E., Brine, D.R, Jeffcoat, A.R., Hill, J.M., and Wall, M.E.: Phencyclidine disposition
after intravenous and oral doses. Clin. Pharmacol. Ther. 31: 625-634 (1982).

5. Cook, C.E., Brine, D.R., Quin, G.D., Perez-Reyes, M., and DiGuiseppi, S.R.: Phencyclidine
and phenylcyclohexene disposition after smoking phencyclidine. Clin. Pharmacol. Ther. 31:
635-641 (1982).

6. Busto, U., Bendayan, R., and Sellers, E.M.: Clinical pharmacokinetics of non-opiate abused
drugs. Clin. Pharmacokin. 16 :1-26 (1989).

7. DPerry, D.C. : PCP revisited. Clin. Toxicol. 9: 339-348 (1976).

8. Disposition of Toxic Drugs and Chemicals in Man 4th ed. Baselt, R.C., and Cravey, R.H.
Chemical Toxicology Institute, Foster City, CA (1995).

9. Wall, M.E., Brine, D.R., Jeffcoat, R.A., and Cook, C.E.: Phencyclidine metabolism and
disposition in man following a 100 ug intravenous dose. Res. Commun. Substance Abuse
2:161-172 (1981).

10. Domino, S.E., Domino, L.E., and Domino, E.F.: Comparison of two and three compartment
models of phencyclidine in man. Subst. Alcohol Actions Misuse 2: 205-211 (1982).

11. Done, A.K., Aronow, R., and Miceli, J.N.: The pharmacokinetics of phencyclidine in overdos-
age and its treatment. National Institute on Drug Abuse, Rockville, MD, Res. Monograph
21:210-217 (1978).

12. Green, D.E., Chao, F.C., Loeffler, K.O., and Lemon, R.: Phencyclidine blood levels by
probability based matching GC/MS. Proc. West. Pharm. Soc. 19: 355-361 (1976).

13. DPerez-Reyes, M., DiGuiseppi, S., Brine, D.R., Smith, H., and Cook, C.E.: Urine pH and
phencyclidine excretion. Clin. Pharmacol. Ther. 32: 635-641 (1982).

14. Aronow, R., Miceli, J.N., and Done, A.K.: Clinical observations during phencyclidine intoxi-
cation and treatment based on ion-trapping. National Institute on Drug Abuse, Rockville,
MD., Res. Monggraph Ser. 21: 218-228 (1978).

15. Milhorn, H.T.: Diagnosis and management of phencyclidine intoxication. Ame. Fam. Physic. 43:
1293-1301 (1991).

16. Ellenhorn, M.]J., and Barceloux, D.G.: Medical Toxicology, Diagnosis and Treatment of Human
Poisoning. New York: Elsevier, :764-777 (1988).

© 1998 by CRC Press LLC



CHAPTER 4
PHARMACODYNAMICS

Epirep BY STEPHEN J. HeisHmaN, Pu.D.

CLiNicAL PHARMAcCOLOGY BRANCH, DivisioN oF INTRAMURAL RESEARCH, NATIONAL
INsTiTuTE ON DRUG ABuUSE, NATIONAL INSTITUTES OF HEALTH, BALTIMORE, MARYLAND

DEPARTMENT OF PSYCHIATRY AND BEHAVIORAL ScCIENCES, JoHNs HoPkiNs UNIVERSITY
ScHooL oF MEDICINE, BALTIMORE, MARYLAND

TABLE OF CONTENTS

4.1 Effects of Abused Drugs on Human Performance:
Laboratory Assessment
4.1.1 Effects of Drugs on Performance

4.1.1.1 Psychomotor Stimulants: Cocaine and d-Amphetamine
4.1.1.1.1 Sensory Abilities
4.1.1.1.2 Motor Abilities
4.1.1.1.3 Attentional Abilities
4.1.1.1.4 Cognitive Abilities
4.1.1.1.5 Summary

4.1.1.2 Nicotine and Tobacco
4.1.1.2.1 Sensory Abilities
4.1.1.2.2 Motor Abilities
4.1.1.2.3 Attentional Abilities
4.1.1.2.4 Cognitive Abilities
4.1.1.2.5 Summary

4.1.1.3 Sedative-Hypnotics: Benzodiazepines
4.1.1.3.1 Sensory Abilities
4.1.1.3.2 Motor Abilities
4.1.1.3.3 Attentional Abilities
4.1.1.3.4 Cognitive Abilities
4.1.1.3.5 Summary

4.1.1.4 Opioid Analgesics and Anesthetics
4.1.1.4.1 Sensory Abilities
4.1.1.4.2 Motor Abilities
4.1.1.4.3 Attentional Abilities
4.1.1.4.4 Cognitive Abilities
4.1.1.4.5 Summary

4.1.1.5 Marijuana
4.1.1.5.1 Sensory Abilities
4.1.1.5.2 Motor Abilities
4.1.1.5.3 Attentional Abilities
4.1.1.5.4 Cognitive Abilities
4.1.1.5.5 Summary

© 1998 by CRC Press LLC



4.1.2. Application of Laboratory Testing to Applied Settings
4.1.2.1 Weaknesses in Laboratory Research Methods
4.1.2.1.1 Lack of a Useful Performance Assessment Battery
4.1.2.1.2 Generalization of Laboratory Performance to Workplace
Performance
4.1.2.1.3 Focus on Profound Performance Impairment
4.1.2.2 Strengths of Laboratory Research Methods
4.1.2.2.1 Criteria for Usefulness of a Performance Test
4.1.2.2.2 Temporal and Interactive Effects of Drugs
4.1.2.2.3 Complete Drug Effect Profiles
4.1.3 Conclusion
4.2 Performance Measures of Behavioral Impairment in Applied Settings
4.2.1 Issues in the Selection and Implementation of Performance
Testing Technologies
4.2.1.1 Selecting a Performance Testing System
4.2.1.1.1 Selection of Individual Tests
4.2.1.1.2 Reliability and Validity
4.2.1.1.3 Evaluation Norms
4.2.1.1.4 Administrative Interface
4.2.1.1.5 User Interface
4.2.1.2 Selecting Test Equipment
4.2.1.2.1 Computer
4.2.1.2.2 Monitor
4.2.1.2.3 Software
4.2.1.2.4 Input Devices
4.2.2 Test Implementation
4.2.2.1 Cost
4.2.2.2 Test Frequency
4.2.2.3 Maintenance of Performance Stability
4.2.2.4 User Acceptance
4.2.2.5 Legal Issues
4.2.2.6 Potential for Misuse of Test Systems
4.2.3 Applications of Performance Testing Technologies
4.2.3.1 Law Enforcement Applications: Impairment Identification
and Evaluation
4.2.3.1.1 Background
4.2.3.1.2 Laboratory Validation Study: DEC Program
4.2.3.1.2.1 Research Methodology
4.2.3.1.2.2 Plasma Drug Concentration
4.2.3.1.2.3 DEC Evaluation
4.2.3.1.2.4 DRE Predictions
4.2.3.1.2.5 Conclusions
4.2.3.2 Government Application: Tests of Fitness for Duty
4.2.3.2.1 Background
4.2.3.2.2 Computerized Performance Test Batteries
4.2.3.2.2.1 Unified Tri-Service Cognitive Performance
Assessment Battery
4.2.3.2.2.2 Walter Reed Army Institute Performance
Assessment Battery
4.2.3.2.2.3 Naval Medical Research Institute Performance
Assessment Battery

© 1998 by CRC Press LLC



4.2.3.2.2.4 Advisory Group For Aerospace Research and
Development — Standardized Test For Research
With Environmental Stressors Battery
4.2.3.2.2.5 Automated Neuropsychological Assessment
Metrics
4.2.3.2.2.6 Neurobehavioral Evaluation System 2
4.2.3.2.2.7 Automated Portable Test System
4.2.3.2.2.8 Memory Assessment Clinics Battery
4.2.3.2.2.9 Synwork
4.2.3.3 Workplace Application: Readiness to Perform Tests
4.2.3.3.1 Background
4.2.3.3.2 Performance Tests in Applied Settings
4.2.3.3.2.1 Truck Operator Proficiency System/ReadyShift
4.2.3.3.2.2 NovaScan, NTI, Inc.
4.2.3.3.2.3 Delta, Essex Corporation
4.2.3.3.2.4 Performance-on-Line, Profile Associates
4.2.4 Conclusion
4.3 Effects of Abused Drugs on Pupillary Size and the Light Reflex
4.3.1 Physiological Basis of Pupil Size and the Light Reflex
4.3.1.1 Pupil Size
4.3.1.2 Instrumentation
4.3.1.3 Light Reflex
4.3.2 A Laboratory Study of Effects of Abused Drugs on Human
Pupillary Response
4.3.2.1 Methods
4.3.2.2 Results
4.3.2.2.1 Pupil Diameter
4.3.2.2.2 Constriction Amplitude
4.3.2.2.3 Constriction Velocity
4.3.2.2.4 Dilation Velocity
4.3.2.2.5 Subjective Measures
4.3.2.2.6 Performance Measures
4.3.3 Effects of Abused Drugs on Pupillary Measures
4.3.3.1 Opiates
4.3.3.2 Stimulants
4.3.3.3 Barbiturates
4.3.3.4 Ethanol
4.3.3.5 Marijuana
4.3.3.6 Hallucinogens
4.3.3.7 Nicotine
4.3.5 Utility and Limitations of Pupillary Testing for Abused Drugs
4.3.5.1 Subject Variability
4.3.5.2 Condidtions of Measurement
4.3.5.3 Effect of Fatigue, Disease, and Legal Drugs
4.3.6 Conclusions
4.4 Evaluating Abuse Liability: Methods and Predictive Value
4.4.1 Factors that Affect Abuse Liability
4.4.2 Pharmacologic Issues
4.4.2.1 Pharmacologic Classes of Abused Drugs
4.4.2.1.1 Psychomotor Stimulants
4.4.2.1.2 Opiates

© 1998 by CRC Press LLC



4.4.2.1.3 Sedatives
4.4.2.1.4 Marijuana
4.4.2.1.5 Hallucinogens
4.4.2.2 Structure Activity Relationships
4.4.2.3 Pharmacokinetics
4.4.2.4 Physical Properties
4.4.3 Methods Used in Abuse Liability Assessment
4.4.3.1 Self-Administration
4.4.3.2 Drug Discrimination
4.4.3.3 Subjective Effects
4.4.3.4 Physical Dependence Capacity
4.4.4 Predictive Value

4.1 EFFECTS OF ABUSED DRUGS ON HUMAN PERFORMANCE:
LABORATORY ASSESSMENT

4.1.1 EFFECTS OF DRUGS ON PERFORMANCE

The experimental investigation of the effects of psychoactive drugs on human performance has
enjoyed a long history. Some of the earliest university laboratories in departments of psychol-
ogy and physiology were dedicated to the study of caffeine, nicotine, and other drugs.!?
Advances in technology and methodology have resulted in a comprehensive body of research,
and for most drugs of abuse, we have a general idea of their effects on performance. For
example, it is well known that psychomotor stimulants, such as 4-amphetamine, increase one’s
ability to sustain attention over prolonged periods of time when performing monotonous
tasks.3* However, numerous inconsistencies exist in the literature concerning the effects of
certain drugs on various aspects of human performance, and few studies take into account
nonpharmacological variables that, in addition to the drug dose, ultimately determine behav-
ioral effects of psychoactive drugs.>¢

The purpose of this chapter is to provide an overview of the effects of abused drugs on
human performance as assessed in the laboratory. This will not be an exhaustive review of the
literature. Rather, I take as my starting point several general overviews”® and drug-specific
reviews®+%10-16 and update these findings with recent studies. The classes of drugs included in
this review are: (1) psychomotor stimulants, including #-amphetamine and cocaine; (2)
nicotine and tobacco; (3) sedative-hypnotics, focusing on benzodiazepines as the prototypical
sedative-hypnotic in use today (effects of ethanol are discussed elsewhere in this volume); (4)
opioid analgesics and anesthetics; and (5) marijuana. Within each drug category, results will be
organized into sensory, motor, attentional, and cognitive abilities. Such a classification scheme
allows a focus on behavior compared with, for example, a classification based on specific
performance tests.

Because of the widespread use of psychoactive drugs throughout society, employers have
become increasingly concerned about drugs in the workplace and the potential for impaired
job performance or onsite drug-related accidents. Following the summary of drug effects on
performance, applications of the methodology and knowledge of human performance testing
in the laboratory setting to that of the workplace will be discussed. Specifically, several
weaknesses and strengths of laboratory research methodology as it applies to performance
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assessment in the workplace will be presented. The chapter concludes with a discussion of some
gaps in the research literature and recommendations for future research.

4.1.1.1 Psychomotor Stimulants: Cocaine and d-Amphetamine

The psychomotor stimulants, cocaine and 4-amphetamine, will be considered together because
they share a similar psychopharmacological profile.!”-'® Low to moderate doses of both drugs
given acutely to nontolerant, nonanxious subjects produce increases in positive mood (eupho-
ria), energy, and alertness. Experienced cocaine users were unable to distinguish between
intravenous (IV) cocaine and 4d-amphetamine,' and cross-tolerance between cocaine and 4-
amphetamine with respect to their anorectic effect has been demonstrated.?? Additionally, the
toxic psychosis observed after days or weeks of continued use of both psychostimulants is very
similar. The fully developed toxic syndrome, characterized by vivid auditory and visual hallu-
cinations, paranoid delusions, and disordered thinking, is often indistinguishable from para-
noid schizophrenia.!® Derlet et al.?! reported that the most prominent presenting symptoms
seen in 127 cases of amphetamine toxicity were agitation, suicidal ideation, hallucinations,
delusions, confusion, and chest pain. Once drug use ceases, symptoms usually resolve within
one week.

Research studies on human performance have typically involved the administration of
cocaine and 4-amphetamine in single doses that do not produce toxic psychosis. In the studies
reviewed, d-amphetamine was administered orally (PO). Given that the performance effects of
d-amphetamine have been studied for more than 60 years and its widespread use during the
Second World War,?? it is not surprising that much is known about d-amphetamine’s effects
on vigilance and attention. However, the effect of psychostimulants on higher-order cognitive
processes has not been widely studied.

4.1.1.1.1 Sensory Abilities

A frequently used measure of central nervous system (CNS) functioning is critical flicker
frequency (CFF) threshold. The task requires subjects to view a light stimulus and to note the
point (frequency) at which the steady light begins to flicker (or vice versa), as the experimenter
changes the frequency of the light. An increase in CFF threshold indicates increased cortical
and behavioral arousal, whereas a decrease suggests lowered CNS arousal.?? 4-Amphetamine
reliably increases CFF threshold.®?3 In the only study, to my knowledge, intranasal cocaine
(100 mg) had no effect on CFF threshold.?

4.1.1.1.2 Motor Abilities

Finger tapping is considered to be a measure of relatively pure motor activity. One study found
that d-amphetamine (10 mg) produced a 5% increase in tapping rate,?®> whereas three other
studies reported no eftect.?6-28 The circular lights test is a measure of gross motor coordination
in which subjects extinguish lights by pressing buttons that are arranged in a 72-cm diameter
circle on a wall-mounted panel. The test is typically performed for 1 min. 4-Amphetamine (25
mg) increased response rate on the circular lights test in one study,?” but another study
reported no effect of 20 mg d-amphetamine.?® The effect of cocaine on finger tapping and
circular lights performance has not been examined.

4.1.1.1.3 Attentional Abilities

Attention is a broad psychological category encompassing behaviors such as searching, scan-
ning, and detecting visual and auditory stimuli for brief or long periods of time.3!:32 In nearly
all performance tests assessing attention, responding is measured in some temporal form, such
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as reaction or response time, time off target, or response rate. If appropriate, response accuracy
is also reported. Because of differential drug eftects, it can be helpful to distinguish between
focused, selective, divided, and sustained attention.®

Focused attention involves attending to one task for a brief period of time, usually about
5 min or less. In this regard, d-amphetamine” and cocaine?* have been shown to improve
performance in auditory and visual reaction time tests, although other studies have reported
no effect of d-amphetamine. A brief, frequently used test of psychomotor skills and attention
is the digit symbol substitution test (DSST), which originated as a paper and pencil subtest of
the Wechsler Adult Intelligence Scale and now exists in a computerized version.?® The DSST
requires subjects to draw the symbol or type the pattern associated with each numeral 1
through 9. The number of attempted and correct symbols or patterns during the 90-second
test is recorded. In general, d-amphetamine” and cocaine3+3 enhanced performance on the
DSST, although Foltin et al.3¢ reported that cocaine decreased the number of attempted trials.

The effect of d-amphetamine and cocaine on divided attention has not been widely
investigated; one study reported small increases in accuracy on a divided attention test after
administration of Z-amphetamine.?” Several studies have shown that Z-amphetamine reliably
enhanced performance in tests of visual and auditory vigilance.”?® The time of effect in these
studies was 1 to 4 h after drug administration, suggesting that d-amphetamine improved
performance by preventing the vigilance decrement that typically occurs in tests of sustained
attention.

4.1.1.1.4 Cognitive Abilities

Psychostimulants have produced inconsistent effects on tests of cognition. Several studies have
investigated the effect of cocaine on a test of repeated acquisition and performance of response
sequences. In the acquisition component, subjects attempt to learn by trial and error a
predetermined sequence of 10 numbers within 20 trials. Subjects learn a new sequence each
time they performed the test. In the performance component, the response sequence remains
constant throughout the experiment, and thus subjects repeat an already learned sequence.
Two studies have reported no effect of either intranasal (IN) or IV cocaine on the test.3*36
However, Higgins et al.? reported that cocaine (96 mg, IN) decreased response rate during
the acquisition phase and increased response accuracy during the performance component. In
a similar serial acquisition procedure, cocaine has been shown to have no effect. 4041

Cocaine?* and d-amphetamine” had no effect on simple arithmetic skills. With respect to
memory, most studies have also indicated no effect of 4-amphetamine on immediate recall of
lists of numbers.” However, Soctens et al.*? reported that d-amphetamine (10 mg) adminis-
tered PO before learning and intramuscularly (IM) after learning enhanced recall of a word list
for up to 3 days.

4.1.1.1.5 Summary

The performance effects of d-amphetamine have been studied to a greater extent than those
of cocaine; however, because of their similar pharmacology, both drugs generally produce
comparable effects. Psychostimulants in low to moderate doses typically produce behavioral
and cortical arousal, and thus Z-amphetamine reliably increases CFF threshold and has been
shown in some studies to increase finger tapping rate and gross motor coordination. A
relatively large body of literature indicates that Z-amphetamine and cocaine enhance attentional
abilities, including brief tests requiring focused attention and vigilance tasks requiring sustained
attention. The majority of studies have shown that cocaine and d-amphetamine have no effect
on learning, memory, and other cognitive processes, such as solving arithmetic problems.
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4.1.1.2 Nicotine and Tobacco

The vast majority of people who use nicotine (either cigarettes or smokeless tobacco products)
use the drug on a daily basis and are considered to be addicted to or dependent on nicotine.
In contrast, a minority of people who use the other psychoactive drugs considered in this
chapter for nonmedical purposes develop a drug dependence. Daily smokers accumulate
plasma levels of nicotine that increase during the day, decline overnight, but never reach zero.
This poses a unique problem when conducting behavioral studies with smokers. When im-
provements in performance are observed after nicotine is given to smokers who have been
tobacco abstinent overnight (a common design strategy), it is impossible to determine whether
such improvements represent a true enhancement of performance or the alleviation of with-
drawal-induced performance deficits. The latter explanation would simply represent a reversal
to the person’s normal smoking behavioral baseline, not a true enhancement above baseline
performance. Unlike other drugs of abuse that are typically tested in nondependent, nontolerant
subjects, this issue must always be considered when interpreting the effects of nicotine on
smokers’ performance.

Two recent papers have thoroughly reviewed the literature on the effects of nicotine and
cigarette smoking on human performance.®!® In general, both reviews concluded that nicotine
does not universally enhance performance and cognition and that any nicotine-induced perfor-
mance improvements are small in magnitude. Heishman et al. suggested that the limited
performance-enhancing effects of nicotine are not likely to be an important factor in the
initiation of cigarette smoking by adolescents (the modal age for starting tobacco use is
between 11 and 15; beginning after high school is rare*?). However, once an individual is
dependent on nicotine, data suggest that nicotine deprivation maintains smoking, at least in
part, because nicotine can reverse withdrawal-induced performance decrements.®

Because the majority of studies in this area are methodologically deficient, only studies that
used placebo control conditions and single- or double-blind drug administration procedures
are included in this section. Additionally, because of the problem of interpreting nicotine-
induced changes in smokers’ performance as discussed above, a distinction will be made
between studies that administered nicotine to subjects under conditions of nicotine deprivation
and no deprivation. Studies involving no nicotine deprivation include nondeprived smokers
and nonsmokers.

4.1.1.2.1 Sensory Abilities

Sherwood et al.** administered nicotine polacrilex gum (0 and 2 mg) three times at 1-h
intervals to smokers who were overnight deprived and measured CFF after each administration.
CFF threshold was increased over predose baseline after the first 2-mg dose, but no further
increase after the second and third doses were observed. Thus, the initial dose appeared to
reverse a deprivation-induced deficit, and subsequent doses maintained normal functioning.
Baseline CFF was not measured before subjects were tobacco abstinent. No effect of nicotine
on CFF was reported following administration of nicotine polacrilex or subcutaneous (SC)
nicotine injections to 24-h abstinent smokers, nonabstinent smokers, and nonsmokers.*>48 The
lack of effect of nicotine in the absence of nicotine deprivation is consistent with the data of
Sherwood et al.,** further suggesting that nicotine reverses withdrawal-induced deficits, but
does not produce true enhancement of CFF threshold.

4.1.1.2.2 Motor Abilities

Perkins et al.** administered placebo and nicotine nasal spray (15 pg/kg) to smokers who were
tobacco deprived for at least 12 h. Nicotine reliably increased finger tapping rate in all subjects,
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and produced a nonsignificant trend toward improved hand steadiness. In a subsequent study,
Perkins et al.* reported that nicotine (5, 10, and 20 ug/kg) increased finger tapping rate, but
impaired hand steadiness and hand tremor in nonsmokers and overnight tobacco abstinent
smokers. Finger tapping rate was also increased by nicotine in nonsmokers who were admin-
istered nicotine nasal solution or spray***! or SC nicotine injections.*® In contrast, Foulds et
al.*8 found that nicotine injections (0.3 and 0.6 mg, SC) had no effect on finger tapping rate
in nonsmokers, and only 0.3 mg nicotine produced a slight tapping rate increase in 24-h
abstinent smokers.

4.1.1.2.3 Attentional Abilities

Numerous studies investigating focused attention have used reaction time tests. Nicotine
polacrilex gum (2 mg) produced faster motor reaction time, but did not affect recognition
reaction time in overnight deprived smokers,* nonabstinent smokers,* and a group of
nonabstinent smokers and nonsmokers.*” Le Houezec et al.>? found that SC nicotine (0.8 mg)
increased the number of fast reaction times, but did not affect task accuracy. However,
Hindmarch et al.*® reported no effect of 2-mg polacrilex on reaction time in nonsmokers.

Selective attention can be defined as the ability to attend to a target stimulus while
simultaneously ignoring irrelevant or distracting stimuli. In 12-h tobacco deprived smokers,
nicotine polacrilex (2 and 4 mg) reversed deprivation-induced impairments in letter searching
to pre-deprivation baseline®? and had no effect on Stroop and letter cancellation tests.>* The
Stroop test compares the time required for subjects to name the ink color of color words that
are incongruent (e.g., the word red printed in blue ink) vs. the ink color of neutral stimuli, such
as non-color words or colored squares. Typically, the incongruent task takes more time than
the neutral stimulus task because the tendency to read the color word interferes with naming
its ink color; the difference in time between the two tasks is considered a measure of selective
attention or distractibility.5® In two studies comparing abstinent smokers and nonsmokers on
the Stroop test, nicotine nasal spray (5, 10, and 20 ug/kg) improved response time, but
impaired accuracy with regard to the Stroop contflict,>® whereas nicotine injections (0.3 and 0.6
mg, SC) had no effect.*® Using the Stroop test with nonsmokers, Wesnes and Revell>® found
no effect of 1.5-mg nicotine tablets, whereas Provost and Woodward®” reported faster response
time after 2-mg nicotine polacrilex. Heishman et al.5® found no effect of polacrilex (2 and 4
mg) on letter searching response time or accuracy in nonsmokers.

Using a divided attention test that required subjects to perform simultaneously a central
tracking task and respond to peripheral visual stimuli, Sherwood et al.** found that 2-mg
polacrilex decreased tracking errors, but had no effect on reaction time to the peripheral lights
in overnight deprived smokers. There were fewer tracking errors after the third nicotine dose
compared to the first dose, and placebo responding was unchanged, suggesting a true enhance-
ment of performance. In the same divided attention test, nicotine decreased errors on the
tracking task in nonabstinent smokers*>*” but had no effect in nonsmokers.*

The rapid visual information processing (RVIP) test has been used in numerous studies
investigating the effects of smoking and nicotine on sustained attention. This test requires
subjects to press a button when they detect three consecutive even or odd digits in a series of
single digits presented on a video monitor at 600-ms intervals. In tobacco-deprived smokers,
RVIP accuracy was improved after subjects smoked cigarettes,> were administered nicotine
polacrilex,>%° or received SC injections of nicotine.*® However, in smokers who were abstinent
for 2 h, polacrilex (4 mg) had no effect on RVIP performance.®! Wesnes et al.%? reported that
the decline in signal detection during an 80-min vigilance test was less after active nicotine
tablets compared with placebo in 12-h deprived smokers. Testing nonsmokers, three studies
reported that nicotine had no effect on the RVIDP test compared to placebo conditions,*¢-63.64
whereas Foulds et al.*3 reported faster reaction time after nicotine injections (0.3 and 0.6 mg,
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SC). Nonsmokers were also administered nicotine tablets in the Wesnes et al.®? study, and no
difference between abstinent smokers and nonsmokers was observed, suggesting that nicotine
functioned to reverse deprivation-induced deficits in the 12-h abstinent smokers.

4.1.1.2.4 Cognitive Abilities

Testing a verbal rote learning paradigm in overnight-deprived smokers, Andersson and Post%®
reported that after the first cigarette, anticipatory responding was improved in the placebo
compared to the nicotine condition, but after the second cigarette, there was no difference
between conditions. Another study reported that, after learning a word-pair list, smoking a
cigarette reduced errors when subjects were tested one week later.%6

The effects of nicotine and smoking on memory have been widely investigated. In two
studies conducted with 10-h abstinent smokers,®”-%8 most subjects recalled a greater number of
words after nicotine tablets or cigarettes; however, some subjects’ recall improved after placebo
tablets or denicotinized cigarettes, and some showed no difference between conditions. More
recent studies with 12- to 24-h abstinent smokers found that nicotine nasal spray®® and SC
nicotine injections*® improved recognition memory. In a study with minimally tobacco de-
prived (1 h) smokers, three experiments found no effect of smoking after word list presentation
on delayed intentional word recall, but one experiment found improved free recall when
subjects smoked before list presentation.® Krebs et al.”® reported that subjects’ recall of prose
passages was better after smoking a 0.7-mg nicotine cigarette compared to 0.1- or 1.5-mg
nicotine cigarettes, suggesting that optimal arousal was produced by the medium, compared
with the high, nicotine-containing cigarette. Reaction time on the Sternberg memory test,
which measures scanning and retrieval from short-term memory, was faster after smoking** and
administration of nicotine polacrilex”! compared to placebo conditions; however, Foulds et
al.*8 reported no effect of SC nicotine on the Sternberg memory test in 24-h abstinent smokers
and nonsmokers.

In contrast to these positive effects of nicotine on memory, three studies®®%%72 reported no
effect of nicotine on tests of immediate and delayed recall in nicotine-deprived smokers, and
Houston et al.”? reported that immediate and delayed recall was impaired after smoking a
nicotine cigarette compared to a nicotine-free cigarette. In studies of nondeprived smokers or
nonsmokers, two reported that nicotine improved some aspects of memory in Alzheimer
patients,**7* two found enhanced reaction time on the Sternberg memory test,*””! three
reported no effect of nicotine on tests of immediate and delayed recall #5458 and one found
that nicotine polacrilex impaired immediate and delayed recall and recognition memory.”
Foulds et al.*® reported that SC nicotine enhanced response time but decreased accuracy in a
digit recall test in nonsmokers.

Several studies have examined the effect of nicotine on other cognitive abilities. Snyder and
Henningfield®? reported that polacrilex (2 and 4 mg) enhanced response time but had no effect
on accuracy in an arithmetic test and had no effect on either speed or accuracy in a test of logical
reasoning in 12-h abstinent smokers. However, Foulds et al.*8 reported that nicotine injections
(0.3 and 0.6 mg, SC) improved response time on the logical reasoning test in 24-h deprived
smokers. Three studies conducted with nonsmokers reported no effect of nicotine on several
cognitive tests, including the ability to generate correct answers to word and number prob-
lems”® and logical reasoning and mental arithmetic.*8-58

4.1.1.2.5 Summary

Results of studies conducted with nicotine-deprived smokers are difficult to interpret. Without
pre-deprivation baseline data, which few studies report, it is difficult to conclude whether
nicotine reversed deprivation-induced deficits or enhanced performance beyond that observed
in the nonabstinent state. In general, however, nicotine and smoking at least reversed depri-
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vation-induced deficits in certain abilities in abstinent smokers, but such beneficial effects have
not been observed consistently across a range of performance measures. For example, about
half of the studies that measured sustained attention and memory reported a positive effect of
nicotine; however, the effects were limited to some subjects or one aspect of test performance.

The strongest conclusions concerning the effects of nicotine and smoking on human
performance can be drawn from studies conducted with nondeprived smokers and nonsmok-
ers. These studies indicated that nicotine enhanced finger tapping rate and motor responding
in tests of focused and divided attention. On the basis of more limited evidence, nicotine
produced faster motor responses in the Sternberg memory test, enhanced recognition memory,
and reversed the vigilance decrement in a sustained attention test. However, no studies
reported true enhancement of sensory abilities, hand steadiness, selective attention, learning,
and other cognitive abilities.

4.1.1.3 Sedative-Hypnotics: Benzodiazepines

Since their advent in the 1960s, benzodiazepines have been prescribed widely as anxiolytic and
sedative-hypnotic medications, essentially replacing barbiturates because of their greater safety
margin. Compared with barbiturates, an acute benzodiazepine overdose is much less likely to
produce fatal respiratory depression.!® There are currently over a dozen benzodiazepines
available for medical use; all produce sedation with varying potency. Benzodiazepines with
longer duration of action, such as diazepam and lorazepam, are typically prescribed for the
treatment of anxiety disorders, whereas those with shorter duration of action, such as triazolam,
are used as hypnotics for insomnia. A concern with benzodiazepines being used at night to
induce sleep has been the potential for sedation and impaired performance the next day. A
review of 52 studies’® indicated that all benzodiazepine hypnotics, at high enough doses,
produced next-day performance impairment. The degree of impairment was dose-related,
suggesting that the lowest effective hypnotic dose should be prescribed.

As with all drugs that produce changes in mood, benzodiazepines have the potential to be
abused,”””8 and methodologies have been developed to test the abuse liability of benzodiaz-
epines and related drugs in the laboratory.”” The pattern of benzodiazepine abuse varies from
occasional episodes of intoxication to daily, compulsive use of large doses. Tolerance and
physical dependence develop with continued use, such that individuals taking therapeutic doses
of benzodiazepines for several months typically experience withdrawal symptoms even if the
dose is gradually tapered.!'® The benzodiazepine withdrawal syndrome includes insomnia,
restlessness, dizziness, nausea, headache, inability to concentrate, and fatigue. Although un-
pleasant, benzodiazepine withdrawal is not life-threatening, unlike withdrawal from barbitu-
rates.

The effects of benzodiazepines have been studied extensively with respect to human
performance and cognition. Because of their sedative effects, not surprisingly, benzodiazepines
generally impair all aspects of performance.”8% However, some decrements, such as the well-
studied anterograde amnesia, have been shown to be independent of general sedation.!?
Benzodiazepines will be considered as the prototypic sedative-hypnotic drug, recognizing that
other CNS depressant drugs, such as barbiturates and ethanol, produce somewhat distinct
performance impairment profiles. In the studies reviewed, benzodiazepines were administered
PO.

4.1.1.3.1 Sensory Abilities

Consistent with their depressant and sedative effects, benzodiazepines administered acutely
typically decrease CFF threshold.8%8! Specifically, significant decreases have been reported for
1-mg alprazolam, 10-mg diazepam, and 15-mg quazepam;®? 4- to 11-mg midazolam;® 7.5-
to 50-mg oxazepam;** 1- and 2-mg lorazepam;® and 0.5-mg triazolam and 1-mg flunitrazepam.8!
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As is evident, this effect on CFF threshold was observed at therapeutic doses of each drug, and
when multiple doses were tested, the effect was dose-related. However, there are reports of
acute, therapeutic doses of diazepam (5 mg)8¢ and lorazepam (1 and 2 mg)8%8” having no effect
on CFF threshold. One study investigating numerous benzodiazepines®! reported next-day
impairment after acute doses of triazolam (0.5 mg) and lormetazepam (1 to 2 mg). No studies
were found that examined the effect of chronic benzodiazepine administration on CFF
threshold.

Blom et al.8? recorded horizontal saccadic eye movements as subjects viewed the successive
illumination of red light stimuli. They reported that alprazolam, diazepam, and quazepam
reduced peak saccadic velocity; alprazolam produced the greatest degree of impairment.
Maximal reductions occurred 1 to 4 h after dosing, and effects had not returned to placebo
levels at 8 h. Rettig et al.38 reported that 1 mg lormetazepam and 15 mg midazolam given the
night before increased imbalance of the ocular muscles as measured by the Maddox Wing test.
This muscular imbalance produces strabismus, which is the inability of both eyes to converge
directly on a visual stimulus. Such ocular impairment could be the basis of a wide range of
benzodiazepine-induced performance deficits.

4.1.1.3.2 Motor Abilities

Numerous studies have reported that various benzodiazepines decrease finger tapping
rate 30838589 Kunsman et al.3° noted that finger tapping rate was generally less sensitive to the
cffects of benzodiazepines than more complex tasks, such as reaction time and tracking.
However, the studies reporting decreases in tapping rate used doses that were in the therapeu-
tic range; thus simple motor skills can be impaired at clinically relevant doses.

A large number of studies have shown that benzodiazepines impair gross motor coordi-
nation, as measured by the ability to balance on one leg and the circular lights test. Alprazolam
(0.5 to 2 mg),’® lorazepam (1 and 4 mg),’! and triazolam (0.25 to 0.75)%2°* impaired balance
or circular lights performance in a dose-related manner. In a population of sedative abusers,
acute administration of 40 or 80 mg diazepam and 1 or 2 mg triazolam impaired circular lights
performance, and diazepam, but not triazolam, impaired performance the next day.”® Bondet
al.® reported that 1-mg alprazolam increased body sway as measured in an automated
ataxiameter.

In contrast to these reports of benzodiazepine-induced motor impairment, Kumar et al.?®
found that chronic administration of 1-mg lorazepam and 0.5-mg alprazolam for 5 days had
no effect on fine motor coordination as assessed using a standard pegboard test. Additionally,
Tobler et al.”” reported that performance on a typing test was not impaired the day after an
acute dose of 7.5-mg midazolam.

4.1.1.3.3 Attentional Abilities

The effects of benzodiazepines on reaction time tests and the DSST have been investigated in
many studies, the majority of which reported impairment of attentional abilities necessary to
perform such tests successfully. Because these tests typically are of short duration (less than 5
min), focused attention is primarily required, although other abilities are also involved.
Numerous studies have reported that simple or choice reaction time to visual stimuli was
increased (slowed) by acute, therapeutic doses of various benzodiazepines, including
adinazolam,® alprazolam,’® diazepam and flunitrazepam,’ lorazepam,”!1% oxazepam,3*
temazepam,® and triazolam.?? Linnoila et al.1%%192 reported that diazepam, alprazolam, and
adinazolam impaired reaction time and accuracy in a word recognition test. Flurazepam (30
mg, but not 15 mg) produced next-day impairment of simple and choice visual reaction time,
whereas 15-mg midazolam had no residual effect.!%® In contrast, diazepam (5 mg) and
lorazepam (1 mg) had no effect on an auditory reaction time test.3¢ It is possible that,
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compared with visual tests, auditory reaction time tests are less sensitive to the impairing eftects
of benzodiazepines; however, such a conclusion is premature based on only one study.

Like reaction time tests, nearly all studies have reported that acute administration of
benzodiazepines impair performance on the DSST. Lorazepam (1 to 9 mg),8621,100,104-106
triazolam (0.25 to 0.75 mg),%294105,107-109 a]prazolam (0.5 to 4 mg),”*1% temazepam (15 to 60
mg),8%197 diazepam (5 to 10 mg),'%!10 and estazolam (1 to 4 mg)'® have been shown to
impair response speed and /or accuracy on the DSST in a dose-related manner. However, Kelly
et al.'! reported that diazepam (5 or 10 mg) had no effect on DSST performance. It is unlikely
that low doses of diazepam accounted for the lack of effect, as suggested by Kelly et al.,!!!
because numerous studies have reported DSST impairment after 10-mg diazepam.” In a test
similar to the DSST, symbol copying, Saano et al.8 reported no effect of diazepam (5 mg) and
lorazepam (1 mg).

Another test requiring focused attention is digit or letter cancellation, in which subjects
mark through a certain numeral in a page of random numbers or a certain letter in a page of
text or random letters. The typical duration of cancellation tests is 1-2 minutes. Two recent
studies reported that diazepam (10 or 15 mg)!!? and lorazepam (1 and 2 mg)8® impaired digit
cancellation performance. Interestingly, Brown et al.!!2 found that impaired focused attention
was not correlated with the ability to encode associative information. These studies confirm
numerous previous studies that reported benzodiazepine-induced decrements in cancellation
tests.”

Brief tests of tracking abilities can also be considered tests of focused attention. In such
tests, subjects attempt to maintain a moving target within a certain area of the video monitor
or a cursor within a moving target. Tracking performance is uniformly impaired by benzodi-
azepines at doses similar to those reported above for reaction time and DSST impairment.80-101,102
One study investigating the effects of multiple doses of three benzodiazepines reported that
lorazepam produced the greatest degree of tracking impairment, followed by alprazolam and
then diazepam.!®* Because the manipulandum used to control the moving target in some
studies was a steering wheel, tracking tests have occasionally been considered laboratory tests
of driving ability. In studies of on-road driving, Volkerts et al.!'3 reported that driving was
impaired the morning after dosing with oxazepam (50 mg) and slightly impaired after
lormetazepam (1 mg). Brookhuis et al.!'* found that next-day driving was significantly
impaired after flurazepam (30 mg) and less impaired after lormetazepam (2 mg). Diazepam (15
mg) impaired performance on a clinical test for drunkenness, which comprised 13 tests
assessing motor, vestibular, mental, and behavioral functioning.!®

Compared with focused attention, fewer studies have examined the effects of benzodiaz-
epines on selective attention. Performance on the Stroop test was impaired by lorazepam.8?
Acute administration of triazolam and lorazepam produced dose-dependent decrements in
response rate and accuracy in a simultaneous matching-to-sample task, which required subjects
to determine which of two comparison visual stimuli was identical to the sample stimulus.10>116
The drug effects differed as a function of task difficulty, such that the benzodiazepine-induced
impairment was reduced when discriminability of the non-matching stimulus was increased.

Benzodiazepines have been shown to impair divided attention.®® Kerr et al.3* reported that
oxazepam (7.5 to 50 mg) impaired performance on a test that required subjects to divide their
attention between a central tracking task and responding to light stimuli in the peripheral visual
field. Using a similar test of divided attention, Moskowitz et al.1%3 found that 30-mg flurazepam
and 15-mg midazolam impaired performance the day after drug administration.

Consistent with the other types of attention, benzodiazepines impair performance in tests
of sustained attention or vigilance.!%101:193 There is no evidence that benzodiazepines exacer-
bate the vigilance decrement normally observed during prolonged, tedious tests. The impair-
ment caused by benzodiazepines in tests of sustained attention is not secondary to sedation,
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but rather a direct effect on perceptual sensitivity, resulting in decreased hits and increased
response time in detecting stimulus targets.

4.1.1.3.4 Cognitive Abilities

The most widely studied aspect of cognition with respect to benzodiazepines is memory.!2-117
One of the most reliable effects of benzodiazepines is to impair recall of information presented
after drug administration (anterograde amnesia). In contrast, information presented before
administration of benzodiazepines is not affected. The memory decrement produced by
benzodiazepines is a function of task difficulty, such that little or no impairment is observed
for immediate recall of a few items, whereas more complex or delayed memory tests reveal
profound impairment.!? The benzodiazepine antagonist, flumazenil, has been used to block
the sedative effects of benzodiazepines, but the amnestic effect was not affected, suggesting
that benzodiazepine-induced amnesia is independent of sedation.?®!!8 It has also been dem-
onstrated that some benzodiazepines selectively impaired explicit memory (e.g., recall of a
word list), but left other aspects of memory intact.!!” In this way, benzodiazepines have been
used as pharmacological tools to identify distinct memory processes.

Roy-Byrne et al.'?? reported that diazepam (10 mg) impaired attentional processes during
auditory presentation of a word list and immediate recognition of words that had been
presented twice; however, naming examples of a category, such as vegetables (semantic
memory) and self-evaluation of memory performance (meta-cognition) were not affected.
Triazolam (0.25 to 0.5 mg) impaired free recall of a word list, but had no effect on implicit
(memory without awareness ofthe source of information) or semantic memory.!2%12! Linnoila
ct al.!%! reported that adinazolam (15 or 30 mg) impaired attention during list presentation,
but had no effect on delayed (1 min) free recall of words. Using a battery of tests that assessed
numerous memory functions, Bishop et al.8 reported that lorazepam (1 and 2 mg) impaired
explicit (free recall), semantic, and implicit memory, but had no effect on working memory
(manipulation of information for less than 30 seconds) and procedural memory (knowledge
required for skills reflected as improved performance with practice). Such selective drug effects
on memory and similarly selective clinical amnestic syndromes resulting from brain injury or
disease!!” have allowed a greater understanding of cognitive functioning and the processes
subserving learning and memory.

A large number of studies have investigated the effect of acute benzodiazepine adminis-
tration on either immediate or delayed recall or recognition of word lists, numbers, or pictures
in healthy volunteers. Impaired memory has been reported for adinazolam (20 to 30 mg),”®
alprazolam (0.5 to 2 mg),’%102122 diazepam (5 to 15 mg),!1?123 estazolam (1 to 4 mg),'®
lorazepam (1 to 4 mg),”"1?* temazepam (15 to 60 mg),!%” and triazolam (0.25 to 0.75
mg).9294107,109,125 Testing subjects with histories of sedative abuse, Roache and Griffiths?>100
reported that immediate and delayed recall and recognition of digits and symbols were
impaired by diazepam (40 or 80 mg), lorazepam (1.5 to 9 mg), and triazolam (1 or 2 mg).
After 5 days of dosing healthy subjects with cither alprazolam (0.5 mg) or lorazepam (1 mg),
anterograde amnesia was observed for word lists.?® Hindmarch et al.3! examined the effects of
several benzodiazepines on the Sternberg memory test, which measures scanning and retrieval
from short-term memory. They reported that acute administration of flunitrazepam (1 mg),
lormetazepam (1 to 2 mg), and triazolam (0.5 mg) significantly slowed response time on the
test and that performance remained impaired the next day with lormetazepam and triazolam.
However, Kelly et al.!!! reported no effect of diazepam (5 and 10 mg) on the Sternberg test.

The effect of a number of benzodiazepines has been investigated on the repeated acqui-
sition and performance of response sequences task, which comprises separate acquisition
(learning) and performance components.!?® This task thus allows independent assessment of
drug effects on acquisition of new information and performance of already learned information.
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In general, doses of benzodiazepines that increased errors in the acquisition component did not
impair the performance component, although high doses decreased response rate and increased
errors in both components. Impairment of acquisition of the response sequence has been
reported following acute administration of alprazolam (1 to 3 mg),!?¢ diazepam (5 to 30
mg), 1126127 estazolam (1 to 4 mg),'? lorazepam (2.8 to 5.6 mg),!% temazepam (15 to 60
mg),1%7 and triazolam (0.375 to 0.75 mg).107-109:126,127 [y these studies, only the highest doses
impaired the performance component of the task. In one of the few studies to examine the
chronic effects of benzodiazepines on cognitive processes, Bickel et al.!?8 administered diaz-
epam (80 mg daily) for 3 days to sedative abusers and found increased errors and decreased
response rate in the acquisition component on Day 1 that decreased on Days 2 and 3,
suggesting the development of tolerance. In the performance component, response rate was
decreased on Day 1; the magnitude of effect decreased over days. Performance error rate was
relatively unaftected.

Few studies have examined the effects of benzodiazepines on other cognitive abilities.
Rusted et al.!?® reported that 5- and 10-mg diazepam impaired performance on a logical
reasoning test, but had no effect on a mental rotation task. Judd et al.'?® found that 30-mg
flurazepam, but not 15-mg midazolam, impaired arithmetic (addition) abilities the day after
drug administration. In contrast, flurazepam had no effect on reading comprehension.

4.1.1.3.5 Summary

When administered acutely to nontolerant, healthy volunteers, therapeutic doses of benzodi-
azepines produce sedation, which typically impairs most aspects of performance in a dose-
dependent manner. In patients taking benzodiazepines medically and in individuals who abuse
benzodiazepines recreationally, both of whom have developed tolerance, it is necessary to
increase the dose of benzodiazepine to observe impaired performance. Benzodiazepines have
been shown to decrease CFF threshold, a direct indication of CNS depression, and to impair
ocular performance. Motor abilities are impaired by benzodiazepines, including fine (finger
tapping) and gross (balance, circular lights, and body sway) motor coordination. Numerous
studies have documented that benzodiazepines impair tests requiring focused, selective, di-
vided, and sustained attention. One of the most well-studied cognitive effects of benzodiaz-
epines is their ability to produce anterograde amnesia, memory loss for information presented
after drug administration. It has been demonstrated that these memory deficits are not
secondary to benzodiazepine-induced sedation and that explicit memory (free recall of pre-
sented stimuli) functions are typically impaired, whereas other memory processes can remain
unaffected. Benzodiazepines have also been shown to impair the acquisition (learning) of new
information.

4.1.1.4 Opioid Analgesics and Anesthetics

The class of drugs referred to as opioids consists of a wide range of naturally occurring
derivatives from the opium poppy, Papaver sommniferum, such as morphine and codeine;
semisynthetic derivatives from opium, such as heroin and hydromorphone; and completely
synthetic opioids, such as meperidine and fentanyl. The primary pharmacological effect of all
opioids is analgesia; a common side effect is sedation. At high doses, respiratory depression
occurs, which is the usual cause of death from acute opioid overdose. The full range of clinical
pain can be effectively treated with various opioids, and fentanyl and related synthetic conge-
ners (sufentanil, alfentanil) are generally used clinically as anesthetics, but are also used for
postoperative analgesia.

Opioids can be classified according to their pharmacological actions into those that
function like morphine, producing their agonist effects primarily through the mu opioid
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receptor and those that produce mixed effects, such as agonist-antagonists or partial ago-
nists.!3% Mixed agonist-antagonists function as agonists at one type of opioid receptor (e.g.,
delta or kappa) and as an antagonist at other (e.g., mu) receptors. Partial agonists produce only
limited effects at a given receptor. Morphine-like opioids are used clinically for moderate to
severe pain, whereas agonist-antagonists and partial agonists produce less analgesia and are thus
useful in the treatment of mild pain.

Previous reviews have concluded that opioids produce minimal impairment of human
performance even at high doses.!3%131 However, a recent review by Zacny!¢ challenges this
benign notion. In healthy, nontolerant research subjects, opioids impair psychomotor perfor-
mance to a greater extent than cognitive abilities. Typically, opioids slow responses in tests
requiring speed, but do not impair test accuracy. In contrast, individuals who have developed
tolerance to opioids, such as chronic pain patients!®? or methadone-maintained persons,!3!
generally show little or no behavioral impairment after administration of their maintenance
dose. The time required for tolerance to develop to any performance-impairing effects of
methadone has been estimated at 3 to 4 weeks in methadone-maintained patients.!3! The
studies reviewed here report the performance effects of opioids in nontolerant research
volunteers, unless otherwise indicated.

4.1.1.4.1 Sensory Abilities

Studies investigating the effects of morphine, meperidine, buprenorphine, and nalbuphine on
CFF threshold have, in general, found impaired functioning, consistent with the CNS depres-
sant cffect of opioids.!® Veselis et al.133 targeted fentanyl plasma concentrations of 1.0, 1.5, and
2.5 ng/ml using continuous IV infusion and found that CFF threshold was decreased at 1.5
ng/ml, whereas other performance measures were only affected at concentrations greater than
2.5 ng/ml. In contrast, pentazocine (30 mg) had no effect on CFF threshold;!3* however,
other studies using higher doses of pentazocine have reported decreased CFF threshold.!®

Zacny and colleagues have examined the effects of several opioids on the Maddox Wing
test, a measure of ocular muscle imbalance indicating divergence of the eyes. Administration
of morphine (2.5 to 10 mg, IV),!3% butorphanol (0.5 to 2.0 pg, IV),!3¢ dezocine (2.5 to 10
mg, IV),!3 and pentazocine (30 mg, IM)!3* impaired performance on the Maddox Wing test
in a dose-related manner. In contrast, fentanyl (25 to 100 pg, IV)!3 and meperidine (0.25 to
1.0 mg, IV)!¥ were found to have no effect on Maddox Wing performance. Additionally,
fentanyl (50 pg, IV)'9 and an IV combination of fentanyl (50 ug) plus propofol (35 mg),'#!
an IV anesthetic, had no effect on the Maddox Wing test. Thus, many opioids have been shown
to decrease CFF threshold, a measure of overall CNS arousal, whereas some, but not all,
opioids impaired ocular muscle balance.

4.1.1.4.2 Motor Abilities

Compared with other measures of performance, few studies have investigated the effects of
opioids on pure motor abilities, such as finger tapping and coordination.!¢ Kerr et al.!*? used
individually tailored steady-state infusions to target several plasma concentrations of morphine
(20, 40, and 80 ng/ml). They found that only the high dose of morphine impaired finger
tapping and the ability to maintain low constant levels of isometric force, which required
precise motor control. Finger tapping rate was also decreased in a group of cancer patients who
had received an increase of greater than 30% in their dose of opioid (morphine, hydromorphone,
oxycodone, or codeine) compared to a group of patients who did not receive a dosage
increase.!*? In contrast, pentazocine (30 mg) had no effect on finger tapping.!3* Slightly over
half the studies investigating the effect of opioids on body sway, a measure of gross motor
coordination, reported impairment.!¢
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4.1.1.4.3 Attentional Abilities

A relatively large number of studies have investigated the effects of opioids on tests requiring
focused attention. Morphine (2.5 to 10 mg, IV)!3% and propofol (70 mg, IV)*? impaired an
auditory simple reaction time test, and fentanyl (1 to 2.5 ng/ml, IV)!33 impaired a visual choice
reaction time test. Jenkins et al.1** reported that IV (3 to 20 mg) and smoked (2.6 to 10.5 mg)
heroin impaired performance on a simple visual reaction time task. However, three studies
reported no effect of butorphanol (0.5 to 2.0 mg, IV),!3¢ fentanyl (25 to 100 pg, IV),!38 and
meperidine (0.25 to 1.0 mg, IV)!3 on an auditory simple reaction time test. It may be that
visual reaction time tests are more sensitive than auditory tests to the effects of opioids, which
would be consistent with opioid-induced impairment on the Maddox Wing test, discussed in
the preceding section.

Numerous studies have reported that performance on the DSST was impaired by various
opioids, including morphine (2.5 to 10 mg),'% fentanyl (1 to 2.5 ng/ml),'33 pentazocine (30
mg),!13* butorphanol (0.5 to 2 mg),!¥ dezocine (2.5 to 10 mg),'¥” propofol (22 to 70
mg),'#0145 and the combination of fentanyl (50 pug) plus propofol (35 mg).'*! In contrast,
meperidine was found to have no effect on the DSST.!3 Because the DSST is a timed test, it
would appear that opioids slow speeded responses in a fairly consistent manner in opioid-naive
subjects. However, in opioid abusers or opioid-dependent persons, Preston and colleagues
have reported no effect on DSST performance of several opioids, including morphine (7.5 to
30 mg, IM),*¢ hydromorphone (0.125 to 3 mg, IM),*” buprenorphine (0.5 to 8 mg, IM),!48
pentazocine (7.5 to 120 mg, IM),'** butorphanol (0.375 to 1.5 mg, IV),!*° and nalbuphine
(3 to 24 mg, IM).15!

Many of these same studies have also reported opioid-induced impairment of a 1-min
tracking test in which subjects tracked a randomly moving target on a video monitor with a
mouse-controlled cursor. This task measures visual-motor coordination and focused attentional
abilities. Fentanyl (25 to 100 pg, IV),138149 meperidine (0.25 to 1.0 mg, IV),!¥ butorphanol
(0.5 to 2 mg, IV),136 dezocine (2.5 to 10 mg, IV),!3” and propofol (0.08 to 0.32 mg/kg, IV)
alone!*® and in combination with fentanyl (50 pg, IV).!4! Morphine (2.5 to 10 mg, IV) had
no effect on the same tracking task.!3> In one of the few studies to investigate the effects of
opioids on divided attention, pentazocine (30 mg, IM) was shown to impair the choice
reaction time component, but had no effect on the tracking component of a divided attention
test.!13* Fentanyl (100 pg, IV) slowed reaction time and movement time in a driving simula-
tor.'®2 Some studies with morphine have documented impaired sustained attention; however,
the few studies that have been conducted with other opioids found no effect on a variety of
vigilance tasks.1¢

4.1.1.4.4 Cognitive Abilities

A relatively large number of studies have examined the effects of opioids on memory and other
cognitive functions; a minority of these studies have reported impairment.'® Kerr et al.1*? found
that steady-state levels of morphine (20 to 80 ng/ml, IV) slowed reading time of prose
passages. When asked questions about the passage immediately after reading, subjects’ recall
was not impaired, but delayed questioning revealed impaired comprehension. Fentanyl (1 to
2.5 ng/ml, IV) was shown to impair a range of memorial abilities, including auditory-verbal
recall of common words, picture recall, and digit recall.!33 In a group of cancer patients whose
opioid (morphine, hydromorphone, oxycodone, or codeine) dose was increased by at least
30%, decreases were observed in an arithmetic test, backward digit span, and a test of visual
memory.'*3 Propofol (0.08 to 0.32 mg/kg, IV) impaired delayed, but not immediate, recall
of'a word list only at the highest dose level.1#> In another study, propofol (70 mg, IV), but not
fentanyl (50 ug, IV) impaired immediate free recall of words.!*? Zacny et al.!3¢ reported that
butorphanol (0.5 to 2 mg, IV) had no effect on a test of logical reasoning, which is consistent

© 1998 by CRC Press LLC



with other studies finding little impairment of opioids on cognitive abilities other than
memory.1°

4.1.1.4.5 Summary

Administration of acute, therapeutic doses of opioids to nontolerant research subjects produces
cffects typical of CNS depressant drugs, including decreased CFF threshold. Some, but not all,
opioids produce ocular muscle imbalance as assessed in the Maddox Wing test. Finger tapping
and gross motor coordination were found to be impaired in some, but not all, studies. A
relatively large number of studies have reported that opioids produce decrements in brief tests
requiring focused attention and fine motor coordination, such visual reaction time, DSST, and
visual-motor tracking. Very few studies have examined that effects of opioids on selective,
divided, and sustained attention. The effects of opioids on cognitive functioning are mixed,
with the majority of studies indicating no impairment, but some well-designed studies showing
decrements in memory. When administered to opioid-tolerant individuals, such as opioid
abusers or chronic pain patients, opioids typically produce little or no performance impairment.

4.1.1.5 Marijuana

Marijuana consists of the dried and crushed leaves and stems of the plant Cannabis sativa,
which grows worldwide. In the U.S., marijuana is typically rolled in cigarettes (joints) and
smoked, although in various parts of the world, other preparations of the cannabis plant are
caten or fumes from the ignited plant material are inhaled. The acute effects of smoked
marijuana and &°-tetrahydrocannabinol (THC), the primary psychoactive constituent of mari-
juana, have been investigated in numerous studies over the past several decades.!®!! One of the
most reliable behavioral effects of acute marijuana is impairment of memory processes; less
consistent impairment has been reported for motor and attentional tests. Documenting the
effects of chronic marijuana use has been somewhat elusive, with early studies reporting no
impairment of cognitive functioning;!*® however, more recent studies have shown chronic
marijuana users to be impaired in perceptual-motor abilities,'>* selective attention,!®® math-
ematical and verbal skills,'*® and learning and memory.156:157

Unless otherwise noted, the studies reviewed here examined the acute effects of marijuana
and were conducted with experienced marijuana users who smoked standard marijuana ciga-
rettes provided by the National Institute on Drug Abuse (NIDA). These marijuana cigarettes
resemble in size an unfiltered tobacco cigarette, weigh 700 to 900 mg, and are assayed by
NIDA to determine the percentage of THC by weight. Doses are typically manipulated by
using cigarettes that differ in THC content or by varying the number of puffs administered to
subjects (5 to 8 pufts are equivalent to one cigarette). Placebo cigarettes have had active THC
removed chemically from the plant material, but when burned, smell identical to an active
marijuana cigarette.

Over the years, an intriguing research question with important practical implications has
been whether marijuana impairs performance beyond the period of acute intoxication, which
typically lasts 2 to 6 h after smoking one or two cigarettes. Recently, studies have documented
performance decrements 12 to 24 h after smoking marijuana.'®® One series of studies reported
that 24 h after smoking a single marijuana cigarette (2.2% THC), experienced aircraft pilots
were impaired attempting to land a plane in a flight simulator;!%>10 however, a third study
failed to replicate this next-day effect.!é! In another series of studies, a comprehensive battery
of tests revealed that only time estimation!®? and memory!%® were impaired 9 to 17 h after
smoking two marijuana cigarettes (2.1 to 2.9% THC), leading the authors to conclude that
evidence for next-day performance effects of marijuana was weak. Yet another series of studies
found next-day impairment on tests of memory and mental arithmetic after smoking two or
four marijuana cigarettes (2.6% THC) over a 4-h period,!* but not after smoking one
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marijuana cigarette.10+195 Thus, residual impairment appears to be a dose-related phenomenon,
with effects more likely to be observed at higher marijuana doses.

Another controversial issue has been the amotivational syndrome supposedly caused by
heavy, chronic marijuana use. This syndrome has been characterized by feelings of lethargy and
apathy and an absence of goal-directed behavior.16%:167 However, studies conducted in coun-
tries where segments of the population use marijuana heavily!68-179 and laboratory-based studies
in the U.S.17L172 have not found empirical support for an amotivational syndrome. Foltin and
colleagues!7317% have conducted several inpatient studies lasting 15 to 18 days with subjects
reporting weekly marijuana use. Subjects were required to perform low-probability tasks such
as the DSST, word-sorting, and vigilance to gain access to more highly desired (high-
probability) work and recreational activities. On days that subjects smoked active marijuana,
the amount of time spent on low-probability tasks increased, which is inconsistent with an
amotivational syndrome. Additionally, the effect of marijuana on time spent on low- vs. high-
probability activities differed for work and recreational activities, indicating that the behavioral
effects of marijuana are context-dependent and not readily predicted by a simplistic amotivational
hypothesis.1?

4.1.1.5.1 Sensory Abilities

In one of the few studies to investigate the effects of marijuana on CFF threshold, Block et al.!7¢
reported that one marijuana cigarette (2.6% THC) decreased CFF threshold compared to
placebo. Although more a perceptual process than a sensory ability, a commonly reported effect
of marijuana is to increase the subjective passage of time relative to clock time. This typically
results in subjects either overestimating an experimenter-generated time interval'®? or
underproducing a subject-generated interval.!”” However, Heishman et al.'”® recently found
that marijuana (3.6% THC; 4, 8, or 16 pufts) had no effect on either time estimation or
production.

4.1.1.5.2 Motor Abilities

In their review, Chait and Pierri!! indicated that marijuana produced moderate impairment of
balance (increased body sway) and hand steadiness. Consistent with this motor impairment,
one marijuana cigarette (1.5% THC) was found to decrease postural balance as subjects
attempted to maintain balance while standing on a platform that moved at random intervals.!”?
Cone et al.!80 found that two marijuana cigarettes (2.8% THC) impaired performance on the
circular lights task; however, Heishman et al.!8! reported no effect of marijuana (1.3 and 2.7%
THC, 2 cigarettes) on circular lights performance. The time taken to sort a deck of playing
cards was increased after smoking one marijuana cigarette (2.9% THC).16? In contrast, several
studies have shown that marijuana did not influence finger tapping rate.!!

4.1.1.5.3 Attentional Abilities

A relatively large number of studies have investigated the effects of marijuana on focused
attention, including reaction time tests and the DSST. Marijuana (1.8 and 3.6% THC) was
shown to slow responding on a simple, visual reaction time task;!32 however, others have not
found marijuana to impair simple reaction time performance.!!-36178 In contrast, marijuana has
been shown to impair complex or choice reaction time tasks in a consistent manner.!176

In general, marijuana also impaired performance on the DSST. In concentrations ranging
from 1.8 to 3.6% THC, marijuana has been shown to decrease the number of attempted
responses (speed) and/or decrease the number of correct responses (accuracy) on the
DSST.177:178,181-185 Ora] THC (10 and 20 mg) also impaired DSST performance.!8¢ However,
other studies have reported no effect of marijuana (1.3 to 3.6% THC) on the DSST 36,162,187
The reasons for a lack of effect in these latter studies is unclear given that doses of marijuana
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were comparable and, in one study,'®” task presentation was identical to those studies reporting
impairment. Marijuana (1.2% THC) also impaired selective attention as evidenced by slower
responding and greater interference scores in the Stroop color naming test.!88

Divided attention has generally been shown to be impaired by marijuana. Many divided
attention tests consist of a central or primary task and a secondary or peripheral task. Several
studies have shown that marijuana impaired detection accuracy and/or stimulus reaction time
in one or both test components.!77-184189-191 Kelly et al.!®> used a complex, 5-min divided
attention test, in which an arithmetic task (addition and subtraction of three-digit numbers)
was presented in the center of the video monitor and three other stimulus detection tasks were
presented in the corners of the monitor. Performance was impaired in a dose-related manner
after smoking one marijuana cigarette (2.0 or 3.5% THC). This finding illustrates that
marijuana readily disrupts performance in complex tasks requiring continuous monitoring and
the ability to shift attention rapidly between various stimuli. These same abilities are required
when operating a motor vehicle. Not surprisingly, laboratory tests that model various compo-
nents of driving!”® and standardized tests used by law enforcement officials to determine
whether a person can safely drive!® have been shown to be impaired by marijuana. A
comprehensive test of on-road driving found that marijuana moderately increased lateral
movement of the vehicle within the driving lane on a highway.19°

Marijuana also impairs sustained attention. In a 30-min vigilance task, hashish users
exhibited more false alarms than non-using control subjects.!®® This finding is consistent with
the observation that the impairing effects of marijuana on sustained attention are most evident
in tests that last 30 to 60 min; tests with durations of 10 min are not adversely affected by
marijuana.!!

4.1.1.5.4 Cognitive Abilities

Marijuana has been shown to impair learning in the repeated acquisition and performance of
response sequences task. Increased errors in the acquisition phase were reported after smoked
marijuana (2.0 and 3.5% THC)!® and oral THC (10 and 20 mg).!8 However, other studies
have found no effect of smoked marijuana on this test.3**° Block et al.17¢ reported that one
marijuana cigarette (2.6% THC) impaired paired-associative learning.

As stated previously, one of the most reliable effects of marijuana is the impairment of
memory processes. Numerous studies have found that smoked marijuana decreased the num-
ber of words or digits recalled and/or increased the number of intrusion errors in either
immediate or delayed tests of free recall after presentation of information to be remem-
bered.162,164.176,178,184,185,188,192 {Jsing an extensive battery of cognitive tests, Block et al.l7¢
reported that marijuana (2.6% THC) slowed response time for producing word associations,
slowed reading of prose, and impaired tests of reading comprehension, verbal expression, and
mathematics. Heishman et al.'%* also found that simple addition and subtraction skills were
impaired by smoking one, two, or four marijuana cigarettes (2.6% THC). Finally, Kelly et al.!*?
reported that marijuana (2.0 and 3.5% THC) slowed response time in a spatial orientation test
requiring subjects to determine whether number and letters were displayed normally or as a
mirror image when they were rotated between 90 and 270 degrees.

4.1.1.5.5 Summary

Laboratory studies in which subjects smoked marijuana have documented that marijuana
impaired sensory-perceptual abilities by reducing CFF threshold and by increasing the subjec-
tive passage of time relative to clock time. Marijuana impaired gross motor coordination as
measured by body sway and postural balance. However, inconsistent findings have been
reported for fine motor control; hand steadiness was impaired, whereas several studies have
shown no effect of marijuana on finger tapping. Marijuana has been shown to impair complex,

© 1998 by CRC Press LLC



but not simple, reaction time tests. A majority of studies have found that marijuana disrupted
performance on the DSST. Complex divided attention tests, including driving a vehicle, were
readily impaired by marijuana, as were tests requiring sustained attention for more than 30 min.
Numerous studies have documented that smoked marijuana and oral THC impaired learning,
memory, and other cognitive processes.

4.1.2. APPLICATION OF LABORATORY TESTING TO APPLIED SETTINGS

Effects on human performance are only one aspect of a drug’s complete effect profile, which
also includes changes in subjective states (e.g., feelings, mood), physiological and biochemical
parameters (e.g., heart rate, blood pressure, immune functioning), and other behaviors (e.g.,
socializing, sleeping patterns). A complete knowledge of the behavioral and physiological
mechanisms underlying a drug’s effect is central to an understanding of drug abuse and
dependence. Behavioral pharmacologists have known for many decades that a drug’s actions
are fully manifested only when an organism is interacting with its environment, which involves
antecedent stimuli and consequences for all behaviors.1®7:198 This theoretical notion is particu-
larly relevant when attempting to assess drug-induced performance changes in workplace
settings, in part, because of the important consequences that employment holds for most
people.

Because of the widespread use of psychoactive drugs throughout society, employers have
become increasingly concerned about drugs in the workplace and the potential for impaired
job performance and onsite drug-related accidents. In this section, applications of the meth-
odology and knowledge of human performance testing in the controlled laboratory setting to
that of the workplace are discussed. Specifically, three weaknesses and three strengths of current
laboratory research methodology, as it applies to performance assessment in the workplace, are
presented.

4.1.2.1 Weaknesses in Laboratory Research Methods

4.1.2.1.1 Lack of a Useful Performance Assessment Battery

The first, and probably most critical, problem in the application of laboratory research methods
to the workplace is that standardized performance assessment batteries that are valid, reliable,
sensitive, practical to implement, and generalize to the demands of the workplace are rare.
These five testing concepts can be applied to all measurement instruments and, if satisfied,
provide the basis for a useful assessment tool. Thus, they can be referred to collectively as the
“criteria for usefulness” of any performance test. In the broadest sense, validity refers to
whether the test is measuring what it is intended to measure. A test is reliable if it produces
consistent results over time. Thus, an unimpaired person should score about the same during
repeated practice trials of a reliable test. A useful test must be sensitive enough to detect a drug
effect, if one is present, and show varying degrees of an effect, such as a dose-response function.
On the other hand, a test that is too sensitive, yielding an effect when an insignificant amount
of drug has been ingested, will be useless in meaningfully predicting impairment. A practical
test should be easily administered, of relatively short duration, involve simple instructions, and
require minimal practice for optimal performance. Finally, the results of a useful laboratory test
should generalize (i.e., demonstrate criterion validity) to the performance demands of the
particular workplace. Thus, the issue of matching the performance test with the components
of the actual work requirement is a central concern. It should be noted that for laboratory
testing purposes, as described in the previous sections of this chapter, the criterion of gener-
alization is not necessarily important; however, the other four criteria of usefulness remain
essential.
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Some performance tests may meet some, but not all, of these criteria for usefulness. For
example, the Performance Assessment Battery (PAB) developed by researchers at Walter Reed
Army Institute for Research (see Kelly et al. this volume) consists of several tasks measuring
various cognitive abilities, such as memory, arithmetic, logical reasoning, and spatial skills. The
PAB has been shown to be valid, reliable, and sensitive to the manipulations of a variety of
psychoactive drugs, including short- and long-lasting effects of acute drug administration and
drug withdrawal effects.5316+199200 However, some of the PAB tasks require considerable
practice to achieve optimal, consistent performance, which would limit its implementation in
the workplace. Further, whether the skills and abilities measured by the various PAB tasks
generalize in any meaningful way to those of the workplace remains to be determined. This
issue of the generalization of abilities assessed through laboratory tasks to performance in the
workplace is difficult to resolve and is itself a problem facing researchers in this area.

4.1.2.1.2 Generalization of Laboratory Performance to Workplace Performance

The problem of generalization of performance from laboratory tasks to workplace duties will
always be a critical issue and will have to be resolved for each attempt to match performance
tests to specific job requirements. The most appropriate match will be reached through a two-
step decisional process. First, the nature of the performance required at the worksite must be
determined. Obviously, this will differ from job to job, and many aspects of human perfor-
mance are involved in any job (e.g., memory); however, the most salient or critical elements
for successtful completion of the workplace duties should be determined. For example, al-
though typists use numerous skills, motor dexterity is one critical aspect of their job perfor-
mance. Second, a performance task that meets the other criteria for usefulness should be chosen
that measures the critical aspect of performance. To continue with our example, a test
measuring motor skills, such as finger tapping or hand steadiness, might be an appropriate
match for assessing the motor abilities required for typing.

4.1.2.1.3 Focus on Profound Performance Impairment

A third weakness of laboratory performance assessment as it applies to performance in the
workplace is that the majority of studies have focused on profound drug-induced impairment
following acute drug administration. Such studies have contributed greatly to our understand-
ing of the pharmacological and behavioral mechanisms underlying drug-induced performance
impairment. However, it is likely that most performance impairment observed in the workplace
will be subtle in nature, the result of next-day (hangover) effects or drug deprivation (with-
drawal). Although some studies have documented cognitive performance impairment on the
day after drug intake’¢!58 and during nicotine withdrawal,>32% the subtle effects of drugs are
only beginning to be fully appreciated.?! Investigation of such subtle drug effects using
sensitive performance tests would be an extremely fruitful research endeavor.

4.1.2.2 Strengths of Laboratory Research Methods

4.1.2.2.1 Criteria for Usefulness of a Performance Test

As described earlier, the testing issues of validity, reliability, sensitivity, practicality, and
generalizability constitute the criteria for a useful measure of human performance. Testing of
an assessment battery of performance tasks in the laboratory can provide information concern-
ing these testing issues. In fact, the controlled conditions of the laboratory offer an ideal setting
for these issues to be initially determined. However, it would also be critically important for
these criteria for usefulness to be reassessed when the performance battery was implemented
in the workplace.
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Although few performance measures have undergone such rigorous laboratory testing, the
methodology exists for assessing the validity, reliability, and sensitivity of a performance
task.202-204 The issue of whether a task is practical to implement can also be examined in the
laboratory. The number of trials needed to achieve asymptotic performance and the ease with
which the task’s instructions are understood can be measured readily. The generalizability, or
criterion validity, of a laboratory performance task to the demands of the workplace may be
more difficult to assess; however, it is feasible. An objective criterion measure of the workplace
job would first be determined (e.g., words typed per minute). This real-world criterion would
then be tested with the other battery of performance tasks under drug and no-drug conditions.
Performance on the criterion measure would be correlated with performance on the laboratory
tasks. Those laboratory tasks showing the highest degree of correlation would have been
validated by a real-world criterion measure of performance and would be presumed to have the
greatest generalizability to performance on the job.

Thus, assessment of the criteria for usefulness of measures of human performance can be
conducted in controlled laboratory settings. In general, however, such assessment has not been
the focus of typical laboratory psychopharmacological performance research. The criteria of
practicality and generalizability, especially, have not received much attention. The main reason
is that most laboratory research is concerned with basic mechanisms, and applied research
issues, such as these criteria for usefulness, have not been viewed as particularly relevant to an
understanding of basic, underlying mechanisms of the effects of drugs. However, such research
is feasible and needed if a solid, scientific basis for performance testing in the workplace is to
be developed.

4.1.2.2.2 Temporal and Interactive Effects of Drugs

The primary strength of laboratory studies is that variables can be carefully manipulated and
monitored in a controlled environment. As a result, the time course of a drug’s effects and
complex drug interactions can be precisely investigated. By charting the complete time course
of a drug’s effect in the laboratory, the time to maximal effect and the point at which effects
have dissipated (i.e., are no longer measurable) can be determined. It is also possible to measure
long-lasting drug effects by testing several hours or days after drug administration. By simul-
taneously taking blood samples, the important relationship between plasma concentrations of
the drug and performance impairment can be determined. All of this information is potentially
important for onsite testing purposes. The lack of any drug-related performance impairment
may simply be a function of the pharmacokinetics and/or metabolism of the drug. The
controlled environment of the laboratory also allows the opportunity to investigate the
interaction between a drug and other environmental stimuli, such as another drug, a stressor,
or the subject’s level of motivation to perform the task. Research on interactive drug effects
would more closely approximate the conditions of the real world and thus enhance the external
validity of such experimental designs.

4.1.2.2.3 Complete Drug Effect Profiles

As stated earlier, effects on performance are only one aspect of a drug’s complete effect profile.
Laboratory studies that assess a range of drug effects, including subjective, physiological,
biochemical, as well as performance measures, provide the scientific basis for a comprehensive
comparison of drugs between and within pharmacological classes. In compiling complete drug
effect profiles, meaningful comparisons can be made in terms of the relative performance
impairing effects and other drug-induced effects of a variety of psychoactive drugs.?1-94178,181,192
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4.1.3 CONCLUSION

It is evident that a large body of literature exists concerning the effects of psychomotor
stimulants, nicotine and tobacco, benzodiazepines, opioids, and marijuana on human perfor-
mance. As a result, we know much in general about the effects of these psychoactive drugs on
sensory, motor, attentional, and cognitive abilities. However, there are some gaps in this
literature that need to be filled with data from well-designed, well-controlled studies. For
example, few studies have investigated the effects of d-amphetamine or cocaine on cognitive
abilities, and, for all drugs, sensory and perceptual processes have received little research
attention compared with other aspects of behavior. It is also important to continue investigat-
ing specific mechanisms underlying general effects of drugs on behavior. For example, we are
beginning to understand the differential effects of benzodiazepines on various components of
memory;3>117 similar studies should be conducted examining the effects of marijuana on
memory or the effects of nicotine on cognitive processes. Not only will we learn more about
the potentially deleterious effects of drugs on human performance, but drugs can be used as
tools to further our understanding of basic processes of performance and cognition.

Two other approaches for future research include the measurement of plasma drug
concentrations concomitant with performance and a greater number of drug interaction
studies. Very few of the studies reviewed in this chapter provided data on the amount of drug
actually delivered to subjects. This is especially critical in studies with tobacco and marijuana
because the large variability in smoking behaviors (e.g., length of pufts and depth of inhala-
tions)!8%2% and the low bioavailability of smoked drugs®2% result in highly variable delivered
drug doses.??” Virtually none of the tobacco studies and only a few of the marijuana studies
reviewed reported plasma drug concentrations. Such data are necessary to relate performance
impairment with a known drug concentration. Relatively few studies have investigated the
interactive effects of drugs on human behavior.36-102.108,177 Such basic information is critically
needed because the simultaneous use of drugs with different pharmacological effects (e.g.,
ethanol and marijuana; nicotine and all drugs) is common practice today. It is likely that the
combined effect of two or more drugs is very different from that of each drug alone.

Laboratory research emphasizing applications to the workplace of performance effects of
psychoactive drugs remains relatively uncharted. Performance assessment batteries need to be
tested in the laboratory in terms of the five criteria for usefulness: validity, reliability, sensitivity,
practicality, and generalizability. Assessment of the last criterion, generalizability or predictive
validity, probably presents the greatest challenge to basic researchers; however, it can be
accomplished. Because much of drug-induced impairment observed in the workplace will be
subtle in nature, laboratory studies should pay greater attention to long-lasting (next day) drug
effects and drug withdrawal effects. Additionally, carefully controlled laboratory studies can
provide important information concerning a drug’s time course of action, interactive drug
effects, and complete drug effect profiles.

REFERENCES

1. Hollingworth, H. L., The influence of caffeine on mental and motor efficiency, Archives of
Psychology, 22, 1, 1912.

2. Bates, R. L., The effects of cigarettes and cigarette smoking on certain psychological and
physical functions, Journal of Comparative Psychology, 2, 371, 1922.

3. Weiss, B. and Laties, V. G., Enhancement of human performance by caffeine and the amphet-
amines, Pharmacological Reviews, 14, 1, 1962.

© 1998 by CRC Press LLC



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Koelega, H. S., Stimulant drugs and vigilance performance: A review, Psychopharmacology, 111,
1, 1993.

McNair, D. M., Antianxiety drugs and human performance, Archives of General Psychiatry, 29,
611, 1973.

Heishman, S. J., Taylor, R. C., and Henningfield, J. E., Nicotine and smoking: A review of
effects on human performance, Experimental and Clinical Psychopharmacology, 2, 345, 1994.
Foltin, R. W. and Evans, S. M., Performance effects of drugs of abuse: A methodological survey,
Human Psychopharmacology, 8, 9, 1993.

Hindmarch, I., Psychomotor function and psychoactive drugs, British Journal of Clinical
Pharmacology, 10, 189, 1980.

Nicholson, A. N. and Ward, J., Eds., Psychotropic drugs and performance, British Journal of
Clinical Pharmacology, 18, 1S, 1984.

Beardsley, P. M. and Kelly, T. H., Acute effects of cannabis on human behavior and CNS
function: Update of experimental studies, in press.

Chait, L. D. and DPierri, J., Effects of smoked marijuana on human performance: A critical
review, in Marijuana/Cannabinoids: Neurobiology and Neurophysiology, Murphy, L. andBartke,
A., Eds., CRC Press, Boca Raton, 1992, 387.

Curran, H. V., Benzodiazepines, memory and mood: A review, Psychopharmacology, 105, 1,
1991.

Ghoneim, M. M. and Mewaldt, S. P., Benzodiazepines and human memory: A review,
Anesthesiology, 72, 926, 1990.

Koelega, H. S., Benzodiazepines and vigilance performance: A review, Psychopharmacology, 98,
145, 1989.

Sherwood, N., Effects of nicotine on human psychomotor performance, Human Psychophar-
macology, 8, 155, 1993.

Zacny, J. P., A review of the effects of opioids on psychomotor and cognitive functioning in
humans, Experimental and Clinical Psychopharmacology, 3, 432, 1995.

Gavin, F. H. and Ellinwood, E. H., Cocaine and other stimulants: Actions, abuse, and
treatment, New England Journal of Medicine, 318, 1173, 1988.

Jaffe, J. H., Drug addiction and drug abuse, in The Pharmacological Basis of Therapentics, Gilman,
A. G, Rall, T. W., Nies, A. S., and Taylor, P., Eds., Pergamon Press, New York, 1990, 522.
Fischman, M. W. and Schuster, C. R., Cocaine self-administration in humans, Federation
Proceedings, 41, 241, 1982.

Woolverton, W. L., Kandel, D., and Schuster, C. R., Tolerance and cross-tolerance to cocaine
and d-amphetamine, Jounral of Pharmacology and Experimental Therapeutics, 205, 525, 1978.
Derlet, R. W., Rice, P., Horowitz, B. Z., and Lord, R. V.; Amphetamine toxicity: Experience
with 127 cases, Journal of Emergency Medicine, 7, 157, 1989.

Myerson, A., Effect of benzedrine sulphate on mood and fatigue in normal and in neurotic
persons, Archives of Neurology and Psychiatry, 36, 816, 1936.

Smith, J. M. and Misiak, H., Critical Flicker Frequency (CFF) and psychotropic drugs in
normal human subjects - a review, Psychopharmacology, 47, 175, 1976.

Farre, M., de la Torre, R., Llorente, M., Lamas, X., Ugena, B., Segura, J., and Cami, J., Alcohol
and cocaine interactions in humans, Journal of Pharmacology and Experimental Therapeutics,
266, 1364, 1993.

Peck, A. W., Bye, C. E., Clubley, M., Henson, T., and Riddington, C., A comparison of
bupropion hydrochloride with dexamphetamine and amitriptyline in healthy subjects, British
Journal of Clinical Pharmacology, 7, 469, 1979.

Bye, C., Munro-Faure, A. D., Peck, A. W., and Young, P. A., A comparison of the effects of
1-benzylpiperazine and dexamphetamine on human performance tests, European Journal of
Clinical Pharmacology, 6, 163, 1973.

Evans, M. A., Martz, R., Rodda, B. E., Lemberger, L., and Forney, R. B., Effects of marihuana-
dextroamphetamine combination, Clinical Pharmacology and Therapeuntics, 20, 350, 1976.
Hamilton, M. J., Smith, P. R., and Peck, A. W., Effcts of bupropion, nomifensine and
dexamphetamine on performance, subjective feelings, autonomic variables and electroencepha-
logram in healthy volunteers, British Journal of Clinical Pharmacology, 15, 367, 1983.

© 1998 by CRC Press LLC



29.

30.

31.
32.
33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

Higgins, S. T. and Stitzer, M. L., Monologue speech: Effects of d-amphetamine, secobarbital
and diazepam, Pharmacology Biochemistry and Behavior, 34, 609, 1989.

Heishman, S. J. and Stitzer, M. L., Effects of d-amphetamine, secobarbital, and marijuana on
choice behavior: Social versus nonsocial options. Psychopharmacology, 99, 156, 1989.
Kinchla, R. A., Attention, Annual Review of Psychology, 43, 711, 1992.

Warm, J. S., Ed., Sustained Attention in Human Performance, Wiley, New York, 1984.
McLeod, D. R., Griffiths, R. R., Bigelow, G. E., and Yingling, J., An automated versionof the
digit symbol substitution task (DSST), Bebavioral Research Methods and Instrumentation, 14,
463, 1982.

Higgins, S. T., Bickel, W. K., Hughes, J. R., Lynn, M., Capeless, M. A., and Fenwick, J. W.,
Effects of intranasal cocaine on human learning, performance and physiology, Psychopharma-
cology, 102, 451, 1990.

Higgins, S. T., Rush, C. R., Bickel, W. K., Hughes, J. R., Lynn, M., and Capeless, M. A., Acute
behavioral and cardiac effects of cocaine and alcohol combinations in humans, Psychopharma-
cology, 111, 285, 1993.

Foltin, R. W., Fischman, M. W., Pippen, P. A., and Kelly, T. H., Behavioral effects of cocaine
alone and in combination with ethanol or marijuana in humans, Drug and Alcohol Dependence,
32,93, 1993.

Perez-Reyes, M., White, W. R., McDonald, S. A., and Hicks, R. E.,; Interaction between
ethanol and dextroamphetamine: Effects on psychomotor performance, Alcobolism: Clinical
and Experimental Research, 16, 75, 1992.

Kelly, T. H., Foltin, R. W., and Fischman, M. W., The effects of repeated amphetamine
exposure on mulitple measures of human behavior, Pharmacology Biochemistry and Behavior,
38, 417, 1991.

Higgins, S. T., Rush, C. R., Hughes, J. R., Bickel, W. K., Lynn, M., and Capeless, M. A.,
Effects of cocaine and alcohol, alone and in combination, on human learning and performance,
Journal of the Experimental Analysis of Behavior, 58, 87, 1992.

Foltin, R. W. and Fischman, M. W., The effects of combinations of intranasal cocaine, smoked
marijuana, and task performance on heart rate and blood pressure, Pharmacology Biochemistry
and Bebavior, 36, 311, 1990.

Foltin, R. W.; McEntee, M. A., Capriotti, R. M., Pedroso, J. J., and Fischman, M. W., Effects
of cocaine, alone and in combination with task performance, on heart rate and bloodpressure,
Pharmacology Biochemistry and Behavior, 31, 387, 1988.

Soctens, E., D’Hooge, R., and Hueting, J. E., Amphetamine enhances human-memory con-
solidation, Newuroscience Letters, 161, 9, 1993.

Johnston, L. D., O’Malley, P. M., and Bachman, J. G., National survey results on drug use from
the Monitoring the Future Study, 1975-1994 (NIH Publication No. 95-4026). U.S. Govern-
ment Printing Office, Washington, DC, 1995.

Sherwood, N., Kerr, J. S., and Hindmarch, I., Psychomotor performance in smokers following
single and repeated doses of nicotine gum, Psychopharmacology, 108, 432, 1992.
Hindmarch, I., Kerr, J. S., and Sherwood, N., Effects of nicotine gum on psychomotor
performance in smokers and non-smokers, Psychopharmacology, 100, 535, 1990.

Jones, G. M. M., Sahakian, B. J., Levy, R., Warburton, D. M., and Gray, J. A., Effects of acute
subcutaneous nicotine on attention, information processing and short-term memory in
Alzheimer’s disease, Psychopharmacology, 108, 485, 1992.

Kerr, J. S., Sherwood, N.; and Hindmarch, I., Separate and combined effects of the social drugs
on psychomotor performance, Psychopharmacology, 104, 113, 1991.

Foulds, J., Stapleton, J., Swettenham, J., Bell, N., McSorley, K., Russell, M. A. H., Cognitive
performance effects of subcutaneous nicotine in smokers and never-smokers, Psychopharmacol-
ogy, 127, 31, 1996.

Perkins, K. A., Epstein, L. H., Stiller, R. L., Sexton, J. E., Debski, T. D., and Jacob, R. G,,
Behavioral performance effects of nicotine in smokers and nonsmokers, Pharmacology Biochem-
istry and Bebavior, 37, 11, 1990.

Perkins, K. A., Grobe, J. E., Fonte, C., Goettler, J., Caggiula, A. R., Reynolds, W. A., Stiller,
R. L., Scierka, A., and Jacob, R. G., Chronic and acute tolerance to subjective, behavioral and

© 1998 by CRC Press LLC



51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

6l.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

cardiovascular effects of nicotine in humans, Journal of Pharmacology and Experimental Thera-
peuntics, 270, 628, 1994.

West, R. J. and Jarvis, M. J., Effects of nicotine on finger tapping rate in non-smokers,
Pharmacology Biochemistry and Behavior, 25, 727, 1986.

Le Houezec, J., Halliday, R., Benowitz, N. L., Callaway, E., Naylor, H., and Herzig, K., A low
dose of subcutaneous nicotine improves information processing in non-smokers, Psychopharma-
cology, 114, 628, 1994.

Snyder, F. R. and Henningfield, J. E., Effects of nicotine administration following 12 h of
tobacco deprivation: Assessment on computerized performance tasks, Psychopharmacology, 97,
17, 1989.

Parrott, A. C. and Craig, D., Cigarette smoking and nicotine gum (0, 2 and 4 mg): Effects upon
four visual attention tasks, Newuropsychobiology, 25, 34, 1992.

Stroop, J. R., Studies of interference in serial verbal reactions, Journal of Experimental Psychol-
ogy, 18, 643, 1935.

Wesnes, K. and Revell, A., The separate and combined effects of scopolamine and nicotine on
human information processing, Psychopharmacology, 84, 5, 1984.

Provost, S. C. and Woodward, R., Effects of nicotine gum on repeated administration of the
Stroop test, Psychopharmacology, 104, 536, 1991.

Heishman, S. J., Snyder, F. R., and Henningfield, J. E., Performance, subjective, and physi-
ological effects of nicotine in nonsmokers, Drug and Alcobol Dependence, 34, 11, 1993.
Wesnes, K. and Warburton, D. M., Effects of smoking on rapid information processing
performance, Neuropsychobiology, 9, 223, 1983.

Parrott, A. C. and Winder, G., Nicotine chewing gum (2 mg, 4 mg) and cigarette smoking:
Comparative effects upon vigilance and heart rate, Psychopharmacology, 97, 257, 1989.
Michel, C., Hasenfratz, M., Nil, R., and Battig, K., Cardiovascular, electrocortical, and
behavioral effects of nicotine chewing gum, Klinische Wochenschrift, 66 (Suppl. 11), 72,1988.
Wesnes, K., & Warburton, D. M., and Matz, B., Effects of nicotine on stimulus sensitivity and
response bias in a visual vigilance task, Neuropsychobioloyy, 9, 41, 1983.

Wesnes, K. and Revell, A., The separate and combined effects of scopolamine and nicotine on
human information processing, Psychopharmacology, 84, 5, 1984.

Wesnes, K. and Warburton, D. M., Effects of scopolamine and nicotine on human rapid
information processing performance, Psychopharmacology, 82, 147, 1984.

Andersson, K. and Post, B., Effects of cigarette smoking on verbal rote learning and physiologi-
cal arousal, Scandinavian Journal of Psychology, 15, 263, 1974.

Colrain, I. M., Mangan, G. L., Pellett, O. L., and Bates, T. C., Effects of post-learning smoking
on memory consolidation, Psychopharmacology, 108, 448, 1992.

Warburton, D. M., Rusted, J. M., and Fowler, J., A comparison of the attentional and
consolidation hypotheses for the facilitation of memory by nicotine, Psychopharmacology, 108,
443, 1992.

Warburton, D. M., Rusted, J. M., and Muller, C., Patterns of facilitation of memory by
nicotine, Behavioural Pharmacology, 3, 375, 1992.

Rusted, J., Graupner, L., and Warburton, D., Effects of post-trial administration of nicotine on
humans memory: Evaluating the conditions for improving memory, Psychopharmacology, 119,
405, 1995.

Krebs, S. J., Petros, T. V., and Beckwith, B. E., Effects of smoking on memory for prose
passages, Physiology and Behavior, 56, 723, 1994.

West, R. and Hack, S., Effect of cigarettes on memory search and subjective ratings. Pharma-
cology Biochemistry and Behavior, 38, 281, 1991.

Rusted, J. and Eaton-Williams, P., Distinguishing between attentional and amnestic effects in
information processing: The separate and combined effects scopolamine and nicotine onverbal
free recall, Psychopharmacology, 104, 363, 1991.

Houston, J. P., Schneider, N. G., and Jarvik, M. E., Effects of smoking on free recall and
organization, American Journal of Psychiatry, 135, 220, 1978.

© 1998 by CRC Press LLC



74.

75.

76.

77.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

92.

93.

Newhouse, P. A., Sunderland, T., Tariot, P. N., Blumhardt, C. L., Weingartner, H., Mellow,
A., and Murphy, D. L., Intravenous nicotine in Alzheimer’s disease: A pilot study. Psychophar-
macology, 95, 171, 1988.

Dunne, M. P., MacDonald, D., and Hartley, L. R., The effects of nicotine upon memory and
problem solving performance, Physiology and Behavior, 37, 849, 1986.

Johnson, L., and Chernik, D. A.; Sedative-hypnotics and human performance, Psychopharma-
cology, 76, 101, 1982.

Griffiths, R. R. and Wolf, B., Relative abuse liability of different benzodiazepines in drug
abusers, Journal of Clinical Psychopharmacology, 10, 237, 1990.

Woods, J. H., Katz, J. L., and Winger, G., Abuse liability of benzodiazepines. Pharmacological
Reviews, 39, 251, 1987.

de Wit, H. and Griffiths, R. R., Testing the abuse liability of anxiolytic and hypnotic drugs in
humans, Drug and Alcobol Dependence, 28, 83, 1991.

Kunsman, G. W., Manno, J. E., Manno, B. R., Kunsman, C. M., and Przekop, M. A., The use
of microcomputer-based psychomotor tests for the evaluation of benzodiazepine effects on
human performance: A review with emphasis on temazepam, British Journal of Clinical
Pharmacology, 34, 289, 1992.

Hindmarch, I., Sherwood, N., and Kerr, J. S., Amnestic effects of triazolam and other
hypnotics, Progress in Neuro-Psychopharmacology and Biological Psychiatry, 17, 407, 1993.
Blom, M. W., Bartel, P. R., de Sommers, K., Van der Meyden, C. H., and Becker, P. J., The
effects of alprazolam, quazepam and diazepam on saccadic eye movements, parametersof
psychomotor function and the EEG, Fundamental and Clinical Pharmacology, 4, 653, 1990.
Curran, H. V. and Birch, B., Differentiating the sedaitve, psychomotor and amnesic effects of
benzodiazepines: A study with midazolam and the benzodiazepine antagonist, fluumazenil,
Psychopharmacolgy, 103, 519, 1991.

Kerr, J. S., Hindmarch, I., and Sherwood, N., Correlation between doses of oxazepam and their
effects on performance of a standardised test battery, European Journal of Clinical Pharmacol-
oy, 42, 507, 1992.

Bishop, K. I., Curran, H. V., and Lader, M., Do scopolamine and lorazepam have disssociable
effects on human memory systems? A dose-repsone study with normal volunteers, Experimental
and Clinical Psychopharmacology, 4, 292, 1996.

Saano, V., Hansen, P. P., and Paronen, P., Interactions and comparative effects of zoplicone,
diazepam and lorazepam on psychomotor performance and on elimination pharmacokinetics in
healthy volunteers, Pharmacology and Toxicology, 70, 135, 1992.

Curran, H. V., Schifano, F.; and Lader, M., Models of memory dysfunction? A comparison of
the effects of scopolomine and lorazepam on memory, psychomotor performance and mood,
Psychopharmacology, 103, 83, 1991.

Rettig, H. C., de Haan, P., Zuurmond, W. W. A., and van Leeuwen, L., Effects of hypnotics
on sleep and psychomotor performance: A double-blind randomized study of lormetazepam,
midazolam and zopiclone, Anaesthesin, 45, 1079, 1990.

Bond, A., Silveira, J. C., and Lader, M., Effects of single doses of alprazolam and alcohol alone
and in combination on physiological performance, Human Psychopharmacology, 6,219, 1991.
Evans, S. M., Troisi, J. R., and Griffiths, R. R., Tandospirone and alprazolam: Comparison of
behavoral effects and abuse liability in humans, Journal of Pharmacology andExperimental
Therapeuntics, 271, 683, 1994.

Preston, K. L., Wolf, B., Guarino, J. J., and Griffiths, R. R., Subjective and behavioral effects
of diphenhydramine, lorazepam and methocarbamol: Evaluation of abuse liability, Journal of
Pharmacology and Experimental Therapeuntics, 262, 707, 1992.

Evans, S. M., Funderburk, F. R., and Griffiths, R. R., Zolpidem and triazolam in humans:
Behavioral and subjective effects and abuse liability, Journal of Pharmacology and Experimental
Therapentics, 255, 1246, 1990.

Kirk, T., Roache, J. D., and Griffiths, R. R., Dose-response evalutaion of the amnestic effects
of triazolam and pentobarbital in normal subjects, Journal of Clinical Psychopharmacology, 10,
160, 1990.

© 1998 by CRC Press LLC



94.

95.

96.

97.

98.

99.

100.

101.

102.

103.

104.

105.

106.

107.

108.

109.

110.

111.

Roache, J. D., Cherek, D. R., Bennett, R. H., Schenkler, J. C., and Cowan, K. A., Differential
effects of triazolam and ethanol on awareness, memory, and psychomotor performance, Journal
of Clinical Psychopharmacology, 13, 3, 1993.

Roache, J. D. and Griffiths, R. R., Diazepam and triazolam self-administration in sedative
abusers: Concordance of subject ratings, performance and drug self-administration, Psychophar-
macology, 99, 309, 1989.

Kumar, R., Mac, D. S.; Gabrielli, W. F., Goodwin, D. W., Anxiolytics and memory: A
comparison of lorazepam and alprazolam, Journal of Clinical Psychiatry, 48, 158, 1987.
Tobler, 1., Dijk, D. J., Jaggi, K., and Borbely, A. A., Effects of night-time motor activity and
performance in the morning after midazolam intake during the night, Arzniemittel-Forschuny,
41, 581, 1991.

Fleishaker, J. C., Sisson, T. A., Sramek, J. J., Conrad, J., Veroff, A. E.; and Cutler, N. R.,
Psychomotor and memory effetcs of two adinazolam formulations assessed by a computerized
neuropsychological test battery, Journal of Clinical Pharmacology, 33, 463, 1993.

Ingum, J., Bjorlund, R., Bjorneboe, A., Christophersen, A. S., Dahlin, E., and Morland, J.,
Relationship between drug plasma concentrations and psychomotor performance after single
doses of ethanol and benzodiaepines, Psychopharnmacology, 107, 11, 1992.

Roache, J. D. and Griffiths, R. R., Lorazepam and meprobamate dose effects in humans:
Behavioral effects and abuse liability, Journal of Pharmacology and Experimental Therapeutics,
243,978, 1987.

Linnoila, M., Stapleton, J. M., Lister, R., Moss, H., Lane, E., Granger, A., Greenblatt, D.. J.,
and Eckardt, M. J., Effects of adinazolam and diazepam, alone and in combination with
ethanol, on psychomotor and cognitive performance and on autonomic nervous system reac-
tivity in healthy volunteers, European Journal of Clinical Pharmacology, 38, 371, 1990.
Linnoila, M., Stapleton, J. M., Lister R., Moss, H., Lane, E., Granegr, A., and Eckardt, M. J.,
Effects of single doses of alprazolam and diazepam, alone and in combination with ethanol, on
psychomotor and cognitive performance and on autonomic nervous system reactivity in healthy
volunteers, European Journal of Clinical Pharmacology, 39, 21, 1990.

Moskowitz, H., Linnoila, M., and Rochrs, T., Psychomotor performance in chronic insomniacs
during 14-day use of flurazepam and midazolam, Journal of Clinical Psychopharmacology, 10,
448, 1990.

Ellinwood, E.H., Heatherly, D. G., Nikaido, A. M., Bjornsson, T. D., and Kilts, C., Compara-
tive pharmacokinetics and pharmacodynamics of lorazepam, alprazolam and diazepam, Psychop-
harmacoloyy, 86, 392, 1985.

Roache, J. D., Cherek, D. R., Spiga, R., Bennett, R. H., Cowan, K. H., and Yingling, J.,
Benzodiazepine-induced impairment of matching-to-sample performance in humans, Pharma-
cology, Biochemisty and Behavior, 36, 945, 1990.

Rush, C. R., Higgins, S. T., Bickel, W. K., and Hughes, J. R., Acute behavioral effects of
lorazepam and caffeine, alone and in combination, in humans, Behavioural Pharmacology,
5,245, 1994.

Rush, C. R., Higgins, S. T., Hughes, J. R., and Bickel, W. K., A compaison of the acute
behavioral effects of triazolam and temazepam in normal volunteers, Psychopharmacology, 112,
407, 1993.

Rush, C. R., Higgins, S. T., Hughes, J. R., and Bickel, W. K., Acute behavioral effects of
triazolam and caffeine, alone and in combination, in humans, Experimental and Clinical
Psychopharmacology, 2, 211, 1994.

Rush, C. R., Madakasira, S., and Goldman, N. H., Acute behavioral effects of estazolam and
triazolam in non-drug-abusing volunteers, Experimental and Clinical Psychopharmacology, 4,
300, 1996.

Freidman, H., Greenblatt, D. J., Peters, G. R., Metzler, C. M., Charlton, M. D., Harmatz, J.
S., Antal, E. J., Sanborn, E. C., and Francom, S. F., Pharmacokinetics and pharmacodynamics
of oral diazepam: Effect of dose, plasma concentration, and time, Clinical Pharmacology and
Therapeutics, 52, 139, 1992.

Kelly, T. H., Foltin, R. W., King, L., and Fischman, M. W., Behavioral response to diazepam
in a residential laboratory, Biological Psychiatry, 31, 808, 1992.

© 1998 by CRC Press LLC



112.

113.

114.

115.

116.

117.

118.

119.

120.

121.

122.

123.

124.

125.

126.

127.

128.

129.

130.

131.

Brown, G. G., Rich, J. B., and Simkins-Bullock, J., Correlated changes in focused attention and
associative encoding following diazepam ingestion, Experimental and Clinical Psychopharma-
cology, 4, 114, 1996.

Volkerts, E. R., Van Laar, M. W., Van Willigenburg, A. P. P., Plomp, T. A., and Maes, R. A.
A., A comparative study of on-the-road and simulated driving performance after nocturnal
treatment with lormetazepam 1 mg and oxazepam 50 mg, Human Psychopharmacology, 7,297,
1992.

Brookhuis, K. A., Volkerts, E. R., and O’Hanlon, J. E.,; Repeated dose effects of lormetazepam
and flurazepam upon driving performance, European Journal of ClinicalPharmacology, 39, 83,
1990.

Kuitunen, T., Drug and ethanol effects on the clinical test for drunkenness: Single doses of
ethanol, hypnotic drugs and antidepressant drugs, Pharmacology and Toxicology, 75, 91, 1994.
Roache, J. D., Spiga, R., and Burt, D. B., Triazolam and ethanol effects on human matching-
to-sample performance vary as a function of pattern size and discriminability, Drug and Alcobol
Dependence, 32, 219, 1993.

Danion, J. N., Weingartner, H., File, S. E., Jaffard, R., Sunderland, T., Tulving, E., and
Warburton, D. M., Pharmacology of human memory and cognition: Illustrations from the
effects of benzodiazepines and cholinergic drugs, Journal of Psychopharmacology, 7, 371, 1993.
Hommer, D., Weingartner, H., and Breier, A., Dissociation of benzodiazepine-induced amne-
sia from sedation by flumazenil pretreatment, Psychopharmacology, 112, 455, 1993.
Roy-Byrne, P. P., Uhde, T. W., Holcomb, H., Thompson, K., King, A. K., and Weingartner,
H., Effects of diazepam on cogitive processes in normal subjects, Psychopharmacology, 91, 30,
1987.

Weingartner, H. J., Hommer, D., Lister, R. G., Thompson, K., and Wolkowitz, O., Selective
effects of triazolam on memory, Psychopharmacology, 106, 341, 1992.

Weingartner, H. J., Joyce, E. M., Sirocco, K. Y., Adams, C. M., Eckardt, M. J., George, T.,
and Lister, R. J., Specific memory and sedative effects of the benzodiazepine triazolam, Journal
of Psychopharmacology, 7, 305, 1993.

Barbee, J. G., Black, F. W., and Todorov, A. A., Differential effects of alprazolam and buspirone
upon acquisition, retention, and retrieval processes in memory, Journal of Neuropsychiatry and
Clinical Neurosciences, 4, 308, 1992.

Rusted, J. M., Eaton-Willliams, P., and Warburton, D. M., A comparison of the effects of
scopolamine and diazepam on working memory, Psychopharmacology, 105, 442, 1991.
Schifano, F. and Curran, H. V., Pharmacological models of memory dysfunction? A comparison
of the effects of scopolamine and lorazepam on word valence ratings, priming and recall,
Psychopharmacology, 115, 430, 1994.

Bixler, E. O., Kales, A., Manfredi, R. L., Vgontzas, A. N., Tyson, K, L., and Kales, J. D., Next-
day memory imparirment with triazolam use, Lancet, 337, 827, 1991.

Bickel, W. K., Hughes, J. R., and Higgins, S. T., Human behavioral pharmacology of benzo-
diazepines: Effects on repeated acquisition and performance of response chains, Drug Develop-
ment Research, 20, 53, 1990.

Bickel, W. K., Higggins, S. T., and Hughes, J. R., The effects of diazepam and triazolam on
repeated acquisition and performance of response sequences with an observing response,
Journal of the Experimental Analysis of Behavior, 56, 217, 1991.

Bickel, W. K., Higgins, S. T., and Griffiths, R. R., Repeated diazepam administration: effects
on the acquisition amd performance of response chains in humans, Journal of the Experimental
Analysis of Behavior, 52, 47, 1989.

Judd, L. L., Ellinwood, E., and McAdams, L. A., Cognitive performance and mood in patients
with chronic insomnia during 14-day use of flurazepam and midazolam, Journal of Clinical
Psychopharmacology, 10, 56S, 1990.

Jafte, J. H. and Martin, W. R., in The Pharmacological Basis of Therapeuntics, Gilman, A. G., Rall,
T. W., Nies, A. S., and Taylor, P., Eds., Pergamon Press, New York, 1990, 485.

Chesher, G. B., Understanding the opioid analgesics and their effects on skills performance,
Alcobol, Drugs and Driving, 5, 111, 1989.

© 1998 by CRC Press LLC



132.

133.

134.

135.

136.

137.

138.

139.

140.

141.

142.

143.

144.

145.

146.

147.

148.

149.

150.

O’Neil, W. M., The cognitive and psychomotor effects of opioid drugs in cancer pain manage-
ment, in Cancer Surveys Volume 21: Pallintive Medicine: Problem Arves in Pain andSymptom
Management, Imperial Cancer Research Fund, 1994, 67.

Veselis, R. A.; Reinsel, R. A., Feshchenko, V. A., Wronski, M., Dnistrian, A., Dutcher, S., and
Wilson, R., Impaired memory and behavioral performance with fentanyl at low plasma concen-
trations, Anesthesia and Analgesin, 79, 952, 1994.

Saarialho-Kere, U., Mattila, M. J., and Seppala, T., Parenteral pentazocine: Eftects on psycho-
motor skills and respiration, and interactions with amitriptyline, European Journal of Clinical
Pharmacology, 35, 483, 1988.

Zacny, J. P, Lichtor, J. L., Flemming, D., Coalson, D. W., Thompson, W. K., A dose-response
analysis of the subjective, psychomotor and physiological effects of intravenous morphine in
healthy volunteers, Journal of Pharmacology and Experimental Therapeutics, 268, 1, 1994.
Zacny, P. J., Lichtor, J. L., Thapar, P., Coalson, D. W., Flemming, D., and Thompson, W. K.,
Comparing the subjective, psychomotor and physiological effects of intravenous butorphanol
and morphine in healthy volunteers, Journal of Pharmacology and Experimental Therapeuntics,
270, 579, 1994.

Zacny, J. P., Lichtor, J. L., de Wit, H., Subjective, behavioral, and physiologic responses to
intravenous dezocine in healthy volunteers, Anesthesia and Analgesin, 74, 523, 1992.
Zacny, J. P., Lichtor, J. L., Zaragoza, J. G., and de Wit, H., Subjective and behavioral responses
to intravenous fentanyl in healthy volunteers, Psychopharmacology, 107, 319, 1992.

Zacny, J. P, Lichtor, J. L., Binstock, W., Coalson, D. W., Cutter, T., Flemming, D. C., and
Glosten, B., Subjective, behavioral and physiologic responses to meperidine in healthy volun-
teers, Psychopharmacology, 111, 306, 1993.

Thapar, P., Zacny, J. P., Thompson, W., Jeffrey, B. S., Apfelbaum, L., Using alcohol as a
standard to assess the degree of impairment induced by sedative and analgesic drugs inambulatory
surgery, Anesthesiology, 82, 53, 1995.

Thapar, P., Zacny, J. P., Choi, M., and Apfelbaum, J. L., Objective and subjective impaiment
from often-used sedative/analgesic combinations in ambulatory surgery, using alcohol as a
benchmark, Ambulatory Anesthesia, 80, 1092, 1995.

Kerr, B., Hill, H., Coda, B., Calogero, M., Chapman, C. R., Hunt, E., Buffington, V., and
Mackie, A., Concentration-related effects of morphine on cognitive and motor control in
human subjects, Newuropsychopharmacology, 5, 157, 1991.

Bruera, E., Macmillan, K., Hanson, J., and MacDonald, R. N., The cognitive effects of the
administration of narcotic analgesics in patients with cancer pain, Pain, 39, 13, 1989.
Jenkins, A. J., Keenan, R. M., Henningfield, J. E., and Cone, E. J., Pharmacokinetics and
pharmacodynamics of smoked herion, Journal of Analytical Toxicology, 18, 317, 1994.
Zacny, ] P., Lichtor, J. L., Coalson, D. W., Finn, R. S., Uitvlugt, A. M., Glosten, B., Flemming,
D. C., and Apfelbaum, J. L., Subjective and psychomotor effects of subanesthetic doses of
propofol in healthy volunterrs, Anesthesiology, 76, 696, 1992.

Preston, K. L., Bigelow, G. E., and Liebson, I. A.; Comparative evaluation of morphine,
pentazocine and ciramadol in postaddicts, Journal of Pharmacology and Experimental Thera-
pentics, 240, 900, 1987.

Preston, K. L., Liebson, I. A., and Bigelow, G. E., Discrimination of agonist-antagonist opioids
in humans trained on a two-choice saline-hydromorphone discrimination, Journal of Pharma-
cology and Experimental Thevapeutics, 261, 62, 1992.

Strain, E. C., Preston, K. L., Liebson, I. A., and Bigelow, G. E., Acute effects of buprenorphine,
hydromorphone and naloxone in methadone-maintained volunteers, Journal of Pharmacology
and Experimental Therapeutics, 261, 985, 1992.

Strain, E. C., Preston, K. L., Liebson, I. A., and Bigelow, G. E., Precipitated withdrawal by
pentazocine in methadone-maintained volunteers, Journal of Pharmacology andExperimental
Therapeuntics, 267, 624, 1993.

Preston, K. L., Bigelow, G. E., and Liebson, I. A., Discrimination of butorphanol and
nalbuphine in opioid-dependent humans, Pharmacology Biochemistry and Bebavior, 37, 511,
1990.

© 1998 by CRC Press LLC



151.

152.

153.

154.

155.

156.

157.

158.

159.

160.

161.

162.

163.

164.

165.

166.

167.

168.

169.

170.

171.

172.

173.

174.

Preston, K. L., Bigelow, G. E., and Liebson, I. A.; Antagonist effects of nalbuphine in opioid-
dependent human volunteers, Journal of Pharmacology and Experimental Therapeutics, 248,
929, 1989

Stevenson, G. W., Pathria, M. N., Lamping, D. L., Buck, L., Rosenbloom, D., Driving ability
after Fentanyl or diazepam: A controlled double-blind study, Investigative Radiology, 21,717,
1986.

Schaeffer, J., Andrysiak, T., and Ungerleider, J. T., Cognition and long-term use of ganja
(cannabis), Science, 213, 465, 1981.

Varma, V. K., Malhotra, A. K., Dang, R., Das, K., and Nehra, R., Cannabis and cognitive
functions: A prospective study, Drug and Alcohol Dependence, 21, 147, 1988.

Solowij, N., Michie, P. T., Fox, A. M., Effects of long-term cannabis use on selective attention:
An event-related potential study, Pharmacology Biochemistry and Bebavior, 40, 683, 1991.
Block, R. I. and Ghoneim, M. M., Effects of chronic marijuana use on human cognition,
Psychopharmacology, 110, 219, 1993.

Pope, H. G. and Yurgelun-Todd, D., The residual cognitive effects of heavy marijuana use in
college students, Journal of the American Medical Association, 275, 521, 1996.

Pope, H. G., Gruber, A. J., and Yurgelun-Todd, D., The residual neuropsychological effects
of cannabis: The current status of research, Drug and Alcobol Depdendence, 38, 25, 1995.
Leirer, V. O., Yesavage, J. A., and Morrow, D. G., Marijuana carry-over effects on aircraftpilot
performance, Aviation Space and Environmental Medicine, 62, 221, 1991.

Yesavage, J. A., Leirer, V. O., Denari, M., and Hollister, L. E., Carry-over effects of marijuana
intoxication on aircraft pilot performance: A preliminary report, American Journal of Psychiatry,
142, 1325, 1985.

Leirer, V. O., Yesavage, J. A., and Morrow, D. G., Marijuana, aging, and task difficulty effects
on pilot performance, Aviation Space and Environmental Medicine, 60, 1145, 1989.

Chait, L. D., Fischman, M. W., and Schuster, C. R., ‘Hangover’ effects the morning after
marijuana smoking, Drug and Alcobol Dependence, 15, 229, 1985.

Chait, L. D., Subjective and behavioral effects of marijuana the morning after smoking,
Psychopharmacology, 100, 328, 1990.

Heishman, S. J., Huestis, M. A., Henningfield, J. E., and Cone, E. J., Acute and residual effects
of marijuana: Profiles of plasma THC levels, physiological, subjective, and performance mea-
sures, Pharmacology Biochemistry and Bebhavior, 37, 561, 1990.

Fant, R. V., Heishman, S. J., Bunker, E. B., and Pickworth, W. B., Acute and residual effects
of marijuana in humans, Pharmacology Biochemistry and Behavior, in press.

McGlothin, W. H. and West, L. J., The marihuana problem: An overview, American Journal
of Psychiatry, 125, 370, 1968.

Kupfer, D. J., Detre, T., Koral, J., and Fajans, P., A comment on the “amotivational syndrome”
in marijuana smokers, American Journal of Psychiatry, 130, 1319, 1973.

Comitas, L., Cannabis and work in Jamaica: A refutation of the amotivational syndrome,
Annals of the New York Academy of Science, 282, 24, 1976.

Stefanis, C., Dornbush, R., Fink, M., Hashish: Studies of Long-term Use, Raven, New York,
1977.

Page, J. B., The amotivational syndrome hypothesis and the Costa Rica study: Relationship
between methods and results, Journal of Psychoactive Drugs, 15, 261, 1983.

Mendelson, J. H., Kuehnle, J. C., Greengerg, I., and Mello, N. K., Operant acquisition of
marihuana in man, Journal of Pharmacology and Experimental Therapeuntics, 198, 42, 1976.
Kelly, T. H., Foltin, R. W., Emurian, C. S., and Fischman, M. W., Multidimensional behavioral
effects of marijuana, Progress in Neuro-Psychopharmacology and Biological Psychiatry, 14, 885,
1990.

Foltin, R. W., Fischman, M. W., Brady, J. V., Kelly, T. H., Bernstein, D. J., and Nellis, M. J.,
Motivational effects of smoked marijuana: Behavioral contingencies and high-probability rec-
reational activities, Pharmacology Biochemistry and Behavior, 34, 871, 1989.

Foltin, R. W., Fischman, M. W., Brady, J. V., Bernstein, D. J., Capriotti, R. M., Nellis, M. J.,
and Kelly, T. H., Motivational effects of smoked marijuana: Behavioral contingencies and low-
probability activities, Journal of the Experimental Analysis of Behavior, 53, 5, 1990.

© 1998 by CRC Press LLC



175.

176.

177.

178.

179.

180.

181.

182.

183.

184.

185.

186.

187.

188.

189.

190.

191.

192.

193.
194.

195.

Foltin, R. W., Fischman, M. W., Brady, J. V., Bernstein, D. J., Nellis, M. J., and Kelly, T. H.,
Marijuana and behavioral contingencies, Drug Development Research, 20, 67, 1990.

Block, R. I., Farinpour, R., and Braverman, K., Acute effects of marijuana on cognition:
Relationships to chronic effects and smoking techniques, Pharmacology Biochemistry and Behav-
ior, 43,907, 1992.

Chait, L. D. and Perry, J. L., Acute and residual effects of alcohol and marijuana, alone and in
combination, on mood and performance, Psychopharmacology, 115, 340, 1994.

Heishman, S. J., Arasteh, K., and Stitzer, M. L., Comparative effects of alcohol and marijuana
on mood, memory, and performance, Pharmacology Biochemistry and Behavior, 58, 93, 1997.
Greenberg, H. S., Werness, S. A. S., Pugh, J. E., Andrus, R. O., Anderson, D. J., and Domino,
E. F., Short-term effects of smoking marijuana on balance in patients with mulitplesclerosis and
normal volunteers, Clinical Pharmacology and Therapeutics, 55, 324, 1994.

Cone, E. J., Johnson, R. E.; Moore, J. D., and Roache, J. D., Acute effects of smoking
marijuana on hormones, subjective effects and performance in male human subjects, Pharma-
cology Biochemistry and Behavior, 24, 1749, 1986.

Heishman, S. J., Stitzer, M. L., and Bigelow, G. E., Alcohol and marijuana: Comparative dose
effect profiles in humans, Pharmacology Biochemistry and Behavior, 31, 649, 1988.

Wilson, W. H., Ellinwood, E. H., Mathew, R. J., and Johnson, K., Effects of marijuana on
performance of a computerized cognitive-neuromotor test battery, Psychiatry Research, 51,
115, 1994.

Kelly, T. H., Foltin, R. W., and Fischman, M. W., Effects of smoked marijuana on heart rate,
drug ratings and task performance by humans, Bebavioural Pharmacology, 4, 167, 1993.
Azorlosa, J. L., Heishman, S. J., Stitzer, M. L., and Mahaftey, J. M., Marijuana smoking: Effect
of varying A’-tetrahydrocannabinol content and number of puffs, Journal of Pharmacology and
Experimental Therapeutics, 261, 114, 1992.

Heishman, S. J., Stitzer, M. L., and Yingling, J. E., Effects of tetrahydrocannabinol content on
marijuana smoking behavior, subjective reports, and performance, Pharmacology Biochemistry
and Behavior, 34, 173, 1989.

Kamien, J. B., Bickel, W. K., Higgins, S. T., and Hughes, J. R., The effects of A°’-tetrahydro-
cannabinol on repeated acquisition and performance of response sequences and on self-reports
in humans, Bebavioural Pharmacology, 5, 71, 1994.

Azorlosa, J. L., Greenwald, M. K., and Stitzer, M. L., Marijuana smoking: Effects of varying
puff volume and breathhold duration, Journal of Pharmacology and Experimental Therapentics,
272,560, 1995.

Hooker, W. D. and Jones, R. T., Increased susceptibility to memory intrusions and theStroop
interference effect during acute marijuana intoxication, Psychopharmacology, 91, 20, 1987.
Marks, D. F. and MacAvoy, M. G., Divided attention performance in cannabis users and non-
users following alcohol and cannabis separately and in combination, Psychopharmacology, 99,
397, 1989.

Perez-Reyes, M., Hicks, R. E., Bumberry, J., Jeffcoat, A. R., and Cook, C. E., Interaction
between marihuana and ethanol: Effects on psychomotor performance, Alcoholism: Clinical
and Experimental Research, 12, 268, 1988.

Chait, L. D., Corwin, R. L., and Johanson, C. E., A cumulative dosing procedure for
administering marijuana smoke to humans, Pharmacology Biochemistry and Bebavior, 29, 553,
1988.

Kelly, T. H., Foltin, R. W., Emurian, C. S., and Fischman, M. W., Performance-based testing
for drugs of abuse: Dose and time profiles of marijuana, amphetamine, alcohol, and diazepam,
Journal of Analytical Toxicology, 17, 264, 1993.

Moskowitz, H., Marihuana and driving, Accident Analysis and Prevention, 17, 323, 1985.
Heishman, S. J., Singleton, E. G., and Crouch, D. J., Laboratory validation study of Drug
Evlauation and Classification program: Ethanol, cocaine, and marijuana, Journal of Analytical
Toxicology, 20, 468, 1996.

Robbe, H. W. J., Influence of Marijuana on Driving, University of Limburg Press, Maastricht,
1994.

© 1998 by CRC Press LLC



196.

197.

198.

199.

200.

201.

202.

203.

204.

205.

206.

207.

Bahri, T. and Amir, T., Effect of hashish on vigilance performance, Perceptual and Motor Skills,
78, 11, 1994.

Thompson, T. and Pickens, R., Eds., Stimulus Properties of Drugs, Appleton-Century-Crofts,
New York, 1971.

Thompson, T. and Johanson, C. E., Eds. Behavioral Pharmacology of Human DrugDependence,
NIDA Research Monograph 37, U.S. Government Printing Office, Washington, DC, 1981.
Higgins, S. T., Lamb, R. J., and Henningfield, J. E., Dose-dependent eftects of atropine on
behavioral and physiologic responses in humans, Pharmacology Biochemistry and Behavior, 34,
303, 1989.

Snyder, F. R., Davis, F. C., and Henningfield, J. E., The tobacco withdrawal syndrome:
Performance decrements assessed on a computerized test battery. Druy and Alcobol Depen-
dence, 23, 259, 1989.

Brady, J. V., Behavioral assessment of subtle drug abstinence effects: Overview and discussion,
in Problems of Druy Dependence 1989, NIDA Research Monograph 95, Harris, L. S., Ed., U.S.
Government Printing Office, Washington, DC, 1981, 131.

Parrott, A. C., Performance tests in human psychopharmacology (1): Test reliability and
standardization, Human Psychopharmacology, 6, 1, 1991.

Parrott, A. C., Performance tests in human psychopharmacology (2): Content validity, criterion
validity, and face validity, Human Psychopharmacology, 6, 91, 1991.

Parrott, A. C., Performance tests in human psychopharmacology (3): Construct validity and
test interpretation, Human Psychopharmacology, 6, 197, 1991.

Herning, R. I., Jones, R. T., Bachman, J., and Mines, A. H., Puff volume increases when low-
nicotine cigarettes are smoked, British Medical Journal, 283, 1, 1981.

Ohlsson, A., Lindgren, J-E., Wahlen, A.; Agurell, S., Hollister, L. E., and Gillespie, H. K.,
Plasma delta-9-tetrahydrocannabinol concentrations and clinical effects after oral and intrave-
nous administration and smoking, Clinical Pharmacology and Therapeuntics, 28, 409, 1980.
Huestis, M. A., Henningfield, J. E., and Cone, E. J., Blood cannabinoids. I. Absorption of
THC and formation of 11-OH-THC and THCCOOH during and after smoking
marijuana,Journal of Analytical Toxicology, 16, 276, 1992.

4.2 PERFORMANCE MEASURES OF BEHAVIORAL IMPAIRMENT IN

APPLIED SETTINGS

TromAs H. KeLLy,! RicHARD C. TAYLOR,? STEPHEN J. HEISHMANZ, AND
Dennis J. Crouch®

'DEPARTMENT OF BEHAVIORAL SCIENCE, COLLEGE OF MEDICINE,
UNIVERSITY OF KENTUCKY, LEXINGTON, KENTUCKY
2CLinicAL PHARMACOLOGY BRANCH, DivisioN ofF INTRAMURAL RESEARCH,
NATIONAL INSTITUTE ON DRUG ABUSE, BALTIMORE, MARYLAND

3CentER FOR HumaN Toxicorocy, UNiversity oF UtaH, SALT LAke City, UrAH

A number of technologies for the assessment of performance impairment have emerged in
recent years! These technologies, which include biological sample testing, neuropsychological
assessment, personality assessment, and performance testing, are designed to identify risks to
safety and/or productivity (e.g., poor health, sleep deprivation, drug-induced impairment),
and to alter behaviors associated with the development of these risks (e.g., health promotion,
reducing drug-taking behavior). Each of these technologies has strengths and limitations.
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Biological sample testing is highly specific for the assessment of risk factors associated with
the presence of drugs and /or neurotoxins. The primary advantage of biological sample testing
is the reliability and validity with which the presence of risk factors can be detected (e.g.,
published standards for the development and implementation of drug-testing programs are
available).? If the integrity of testing procedures is maintained, these technologies can provide
accurate information regarding prior exposure to a wide variety of agents. There are a number
of disadvantages associated with these technologies, however. The costs associated with
development and maintenance of testing programs can be substantial. The collection of
biological samples can be invasive. The time required to produce a result following collection
of a biological sample can be impractical in applications in which immediate results are
necessary.

Perhaps the most complicated disadvantage associated with biological sample testing
technologies available at the current time is that they provide little information regarding the
performance effects of drug exposure. Drugs (and their metabolites) remain in biological
samples for many hours/days after exposure, well beyond the period of time that is associated
with the performance effects of the drugs. The detection of metabolites in a biological sample,
therefore, does not provide information pertaining to whether or not a drug is having an effect
on human performance.

Neuropsychological testing technologies attempt to measure neurological and behavioral
function. These technologies generally involve one-time measurements of physiological and
behavioral responses to tests, and clinical interpretations of the results of the tests are based on
comparisons with scores (i.e., norms) collected from populations of individuals with similar
characteristics (e.g., age, sex, race, etc.).? The reliability and validity of neuropsychological
testing technologies are regularly and repeatedly tested, and these procedures can be used to
assess the acute and long-term effects of environmental perturbations, such as injuries, disease
states, and drug exposure, on human capabilities.

Neuropsychological test battery administration and interpretation should be conducted by
appropriately trained professionals, and as such, the efficiency and expense of this technology
for use in applied settings will be limited. On the other hand, while generally designed to be
administered on a single occasion for clinical assessment, many components of neuropsycho-
logical tests can be administered in a reliable manner on a repeated basis as part of an automated
performance testing system. Additional research is needed in order to determine the validity
of the use of components of neuropsychological test batteries in this manner.

Personality testing technologies attempt to identify and measure personality dimensions
that differentiate individuals who have increased safety and/or productivity risks (e.g., drug
users) from those that do not. Examples of such screening tools include integrity tests, attitude
tests, and the measurement of risk factor profiles. Personality testing technologies have been
evaluated most critically when used for pre-employment screening; their use in repeated
assessments of workers has received less attention. A major concern with regard to this
technology is the high rate of false positives (i.c., identification of an individual as being at risk
when the individual is, in fact, not at any risk) that has been associated with its use.* Concerns
regarding whether these approaches will ever achieve a sufficient level of accuracy to effectively
measure performance impairment have been raised.!

In contrast to neuropsychological testing technologies, which are designed to be admin-
istered on a single occasion for clinical assessment, performance testing technologies are
designed for repeated measurement of an individual’s performance under standardized testing
conditions. Clinical evaluations of performance on these tests can be based on population
norms (as is the case with many neuropsychological testing technologies) or on deviations from
individually determined performance standards established through repeated measurements of
an individual’s performance (i.e., change from baseline performance). Most performance
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testing technologies have emerged from laboratory-based research that has occurred over the
past two decades (e.g., see Heishman, this volume).

Laboratory development and evaluation of performance tests have exploded with the
increasing availability of desk-top computers, and a wide array of tests and systems are available
for which significant information regarding reliability and validity exists. The major advantages
of performance testing technologies for the detection of performance impairment are the wide
variety of options that are available (i.e., the face validity of performance testing can be
addressed through careful selection and modification of existing performance tests), the
immediate availability of results, and the non-invasive manner in which tests can be adminis-
tered (relative to biological sample testing).

Disadvantages include the lack of specificity with regard to test results (i.e., many factors
can alter test performance), and the cost of technology development and implementation. The
high costs of performance testing technology development and implementation stem, in part,
from a lack of information regarding the use of performance tests in applied settings. In
addition, while the reliability and validity of performance tests have been repeatedly demon-
strated in controlled laboratory settings, little evidence regarding the reliability and validity of
these procedures in applied settings has been published in peer-reviewed journals. As such, the
utility of these procedures has not been carefully evaluated.

The focus of this section is on issues associated with the use of performance testing
technologies for the detection of drug-induced impairment. Because these tests are not
selectively sensitive to the effects of drugs alone, discussion will focus on the detection of the
effects of risk factors, including drug use, sleep deprivation, or adverse physical or mental
health, on performance. It is important to note, however, that while this chapter will specifically
address performance testing as a means of impairment detection, no direct or implied recom-
mendation for exclusive development of performance testing technologies for impairment
testing is suggested. It is likely that no single technology will be universally effective in all
settings, or even in one setting across all individuals over time. A combination of technologies,
based on the availability of resources needed to support those technologies, will likely enhance
the effectiveness of any impairment testing system.!?

4.2.1 ISSUES IN THE SELECTION AND IMPLEMENTATION OF PERFORMANCE
TESTING TECHNOLOGIES

The presence of risk factors, such as adverse physical and emotional health, use of behaviorally
active drugs/medication, and sleep deprivation, may compromise performance safety and
productivity. However, the presence of such risk factors may or may not have implications for
how an individual will perform his or her work. An important consideration in the selection
of an impairment testing technology is the purpose for which such testing is intended.®
Impairment testing can be designed to detect the influence of risk factors on performance,
regardless of whether or not the effects are related to an individual’s work performance.
However, impairment testing can also be designed to detect deviations from optimal work
performance, regardless of the presence or absence of risk factors.

While the presence of risk factors may or may not have a direct effect on job performance
under normal day-to-day operating conditions, it is often assumed that these factors can have
an adverse impact on an individual’s performance when there is a change from the normal
conditions associated with job performance (e.g., the ability to respond safely and eftectively
to an emergency). If so, the detection of any change in normal performance (e.g., altered
performance during a computerized assessment task) signals a change in an individual’s
capacity which could have adverse implications for job performance. If detection of risk factors
is the objective of impairment testing, finding a technology that is reliable and sensitive to many
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risk factors may be a useful strategy, and concerns regarding reliability and validity in this
pursuit (Heishman, this volume) become of paramount importance.

On the other hand, detection of the effects of risk factors on performance may have little
to say about the likelihood with which an individual will effectively perform an appointed task.
From this perspective, risk factors are relevant only if they have adverse effects on normal job
performance (i.e., job performance is the relevant metric for impairment testing, not perfor-
mance on assessment tasks). If the objective of impairment testing is to assess the normal job
performance, considerations of the relationship between performance during impairment
testing and job performance become a primary concern, and criterion validity issues (Heishman,
this volume) must be carefully considered. Job simulation tests, such as video-disc simulators
for emergency rooms,” are examples of performance tests designed to maximize the assessment
of on-the-job performance. One advantage of this approach is that employees more easily
accept and comply with impairment testing when the face validity of the testing procedures is
apparent.® On the other hand, the development costs of computerized simulations can be
substantial.

While it is important to decide on the purpose(s) for performance impairment testing,
practical issues must also be considered. Several reviews of practical considerations associated
with the selection and implementation of impairment testing technologies have been published
recently, and many details may be obtained from these sources.®3:1° However, one primary
consideration is the manner in which performance tests will be administered. Performance
assessment measures can be administered by trained observers, such as is the common practice
with law enforcement personnel who administer field sobriety tests designed to detect the
influence of drugs on driving ability, by computers under standardized conditions, or by some
combination of these two approaches. The use of trained observers to administer performance
impairment tests provides maximum flexibility and minimizes the amount of training and
practice required of the test population. However, no well-validated observation systems are
currently available, and concerns about the reliability of testers will always be an issue, unless
reliability and validity assessment can be incorporated into the standard testing protocol. In
addition, the recurring personnel costs associated with these testing procedures are substantial,
given the need for repeated test administration.

Automation provides a solution for many of the concerns associated with trained observers.
When trained observers are not available, time for testing is limited, or immediate results are
needed, automated performance test administration procedures should be considered. It is also
possible to standardize the presentation of stimulus materials and data collection with auto-
mated testing devices, thereby enhancing the reliability of the testing procedure. Initial start-
up costs, which are based on the number of testing sites required and the amount of back-up
support needed, can be substantial. However, clinical interpretation of test results is not
possible under conditions of strict automation — evaluations are based strictly on algorithms
that are established as part of the testing system. Even the most automated systems require
some maintenance and set-up support, in addition to data management and interpretation.
Given the clear advantages with regard to cost and efficiency, this section will focus primarily
on automated performance testing technologies.

4.2.1.1 Selecting a Performance Testing System

When selecting a performance testing system, issues that could affect the practicality, accuracy,
and general utility of the system include the specific performance tests that are included in the
system, the availability of norms upon which performance can be evaluated (and upon which
decisions regarding readiness to perform are based), the reliability and validity of the measures,
the accuracy of the measurement, the user interface, and the administrative interface. The
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relevance of each of these issues will be discussed, as will some additional dimensions that might
be considered when evaluating performance test systems.

4.2.1.1.1 Selection of Individual Tests

Many tests generate performance that is sensitive to the effects of risk factors. Tests measure
sensory abilities, motor abilities, attentional abilities, and cognitive abilities. These categories
have proven effective for differentiating among the effects of drugs on behavior.!! A general
description of individual tests is beyond the scope of this chapter, but such descriptions are
available elsewhere.311:12 It is important to note that task parameters vary among similar tests
when used in different assessment systems; it is critical to consider the parameters of specific
tasks in any test system before assuming which dimensions of performance are being measured
during any test.

Sensory tests measure the ability to differentiate between objects varying along a stimulus
dimension, such as auditory or visual intensity or frequency, or light flicker rate. The critical
flicker frequency test is a commonly used sensory test. Motor ability tests focus on measures
associated with motor control. The most common examples of motor tasks are finger tapping
tests, tracking tests, and hand steadiness tests. Attention tests include tests of focused attention,
in which performance is measured for short durations (typically less than 10 minutes), selective
attention, which involves responding to selected stimuli among a variety of distracting or
irrelevant stimuli, divided attention, which requires attention to two or more tasks presented
simultaneously, and sustained attention, in which some aspect of attention is performed over
longer durations (typically 10 minutes or longer).

Focused attention tests include measures of simple and choice reaction time, pursuit
tracking, symbol substitution, encoding/decoding, time estimation, continuous performance
(i.e., vigilance), visual monitoring, and sequence comparisons. Clearly, performance on these
tasks include both sensory and motor components. Selective attention tasks include the Stroop
test, Neisser tests, letter and number cancellation tests, dichotic listening tests, and switching
or shifting attention tests.

Cognitive tests focus on measures of acquisition, memory, and other performance that
demonstrates effective use of language and logic. Acquisition tests include serial and repeated
acquisition, and associative learning. Memory tests include immediate and delayed free-recall
and recognition tests, matching-to-sample and Sternberg tests, pattern comparison, sequence
memory, selective reminding, text memory, the misplaced objects test, facial memory, and
digit-span (i.e., digit-recall) or character recall tests. Other cognitive performance tests include
spatial rotation, pattern matching, the Manikin Test, logical reasoning, mental arithmetic,
linguistic processing, vocabulary, and the Raven Progressive Matrices test.

These tests have been frequently used for detection of the effects of risk factors on human
performance. The greater the number of tests used in a system, the more comprehensive the
assessment, and the more likely it will be that the adverse effects of any risk factor are detected.
However, the cost of testing (i.e., test-taking time and training) is also directly related to the
number of tests that are included. Many of these test can be modified to more carefully simulate
work-related activities (e.g., digit recall tasks can be reformulated as telephone number recall
tasks). Performance impairment test systems use varying combinations of these and other tests;
however, there is no commonly agreed upon strategy for selecting the number or diversity of
tasks that are used in a test system. Selection of a system, or collection of tests, must be related
to the needs of the testing organization and to the objectives of impairment testing.

4.2.1.1.2 Reliability and Validity

The selection of performance impairment test systems should also include a thorough consid-
eration of the reliability and validity of the systems. Reliability refers to the consistency of
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results on the test across repeated testing, while validity refers to the effectiveness with which
the test accomplishes its intended purpose, be that identification of the effects of risk factors
or the detection of individuals who are at risk for reduced safety and/or productivity in the
workplace.

Many performance impairment test systems are based on face validity, or the degree to
which the tests appear to accomplish their intended purposes. While face validity is an
important consideration with regard to the acceptance of a testing system by management and
the workforce, it is, by itself, insufficient for demonstrating the evidence needed to ensure that
the test system is indeed accomplishing its intended purposes. Few commercially available
performance impairment systems provide adequate evidence of validity, and the evidence that
is provided is often limited by the context under which the evidence was collected (i.e., does
not generalize to different worksites). It is advised that information regarding the validity of
performance testing systems be collected in a proactive manner when the systems are intro-
duced, as there is not sufficient information available to justify global statements regarding the
validity of performance impairment testing systems at the present time.

4.2.1.1.3 Evaluation Norms

Another important consideration in the selection of an impairment testing system is whether
norm-based decision criteria will be used to evaluate readiness to perform an assignment, and
if so, whether such norms are currently available. It is important that such norms address both
decrements and improvements in performance, as improved performance may also signal the
influence of a risk factor. For example, stimulant medications may have minimal effect on
performance of most tasks, but under test conditions requiring sustained attention, enhanced
performance may be noted.!® These same doses of stimulant medication may have important
implications for more complex dimensions of human behavior,'*!* so the detection of en-
hanced performance may signal an increased risk for detrimental effects on other more complex
behaviors that are not directly measured during testing.

Two approaches to the establishment of norms have been proposed.!® The first approach
stresses the development of standards of performance that are universally applied to all
individuals, and evaluation of test performance is based on whether an individual performs
above or below a given standard. The second approach utilizes the results of prior performance
of an individual to establish a baseline upon which to evaluate future performance.

The use of a fixed performance standard has appeal in that simple and consistent criteria
may be uniformly applied to all individuals who are taking the test. If these criteria are closely
linked with minimal standards of successful work performance, the utility of the testing
procedure is readily acknowledged by both workers and management. However, a number of
shortcomings with this strategy are also apparent. There are substantial individual differences
in performance on most tests, and the routine performance of some individuals may fall below
the standard, independent of the presence of risk factors. In addition, performance on tests may
change over time, for example, through normal aging processes.

An individual who has routinely met performance standards may, over time, exhibit
gradually decreasing levels of proficiency that may eventually result in sub-standard perfor-
mance. If standardized criteria are used, legal issues associated with discrimination must also
be considered,® and the inclusion of the test during initial employment evaluations are strongly
recommended. The utility of minimal performance standards also presupposes that test perfor-
mance is a valid indicator of work performance (as opposed to a valid indicator of the effect
of a risk factor). The evidence needed to support such a supposition is rarely available. Under
such conditions, the potential for misuse of the performance test is clear.

Change from baseline, as determined by an individual’s own past performance, is the more
commonly used criteria for evaluation of the effects of risk factors on performance. Perfor-
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mance measures from previous tests can be evaluated with standardized algorithms to establish
baselines which can be used to compare with an individual’s current or future performance on
the same tests under similar test conditions. However, even when baseline measures are used,
the establishment of criteria upon which to make decisions regarding whether changes from
baseline performance are clinically relevant are often times arbitrary. For example, if a user
routinely completed 5.5 trials per minute during a test, what degree of change would be
needed to be certain that the performance was influenced by some risk factor, rather than the
result of chance variation in normal performance?

Individualized variability criteria, which takes into account a user’s “normal” variance in
performance, can be computed, as well, and used as a standard by which to evaluate change
from baseline. The efficacy of this approach, however, presupposes that the user will provide
samples of performance that are independent of the presence of any risk factor during baseline
determinations; if baselines are established while an individual is using drugs, for example, the
performance of the individual under the influence of a drug will become the norm. Additional
research is needed to establish strategies for the development of effective standards of perfor-
mance evaluation.!®

Another complication of the baseline approach concerns the interpretation of relative
performance among users. It is quite possible, when using baseline criteria, that the identifi-
cation of a clinically significant decrement in performance from the normal baseline of one user
may occur under conditions in which the level of performance of that user is higher than the
performance of another user who is performing at baseline level. Interpretation of changes
from baseline is a complicated process, and few standards are currently available.

One issue that is routinely associated with the degree of acceptability of testing programs
to the workforce is the consequence of poor performance on a test.81% The establishment of
policies regarding the response of management to test failures also requires careful consider-
ation. Trice and Steele® suggest that coordination between performance testing and employee
assistance programs will enhance the utility of both resources in the overall effort to reduce
drug use by the workforce, and work to enhance the acceptability of both programs to both
management and the workforce.

Questions have been raised about the feasibility of establishing evaluation norms that can
be used across different populations and settings, or with similar tests used on different
computer test systems. Certainly, situational factors influence performance on computerized
performance tests. In addition, epidemiological factors, such as sex and age, have been
demonstrated to influence performance on these tests. Due to mechanical and electronic
differences across computer systems, as well as differences in software control techniques, it is
perhaps impossible to provide norms that can be used across differing testing platforms. No
universally accepted norms for the evaluation of task performance are currently available, and
it is highly recommended that a scheduled evaluation of the validity of existing norms be
planned in a proactive manner whenever these existing norms are used in new setting.

4.2.1.1.4 Administrative Interface

The case and flexibility of the use of performance impairment test systems can be influenced
by the interface between the software and test administrator. Characteristics that might be
considered include the flexibility in organizing the tests to be delivered, making changes in test
parameters, and in the manner in which data are presented, analyzed, and stored for future
access. In general, two strategies can be used to promote flexibility with regard to administra-
tion of tests. First, variables that control these characteristics can be placed in generic ASCII
files which can be accessed and modified by any number of support programs. Second, the test
system may provide an administrator program that can be run as needed to make changes.
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Administrative programs vary with regard to the degree of flexibility that is provided and in
their ease of use.

Another consideration with regard to the administrative interface, as discussed previously,
is the degree to which test delivery can be automated. The need for an administrator to be on
site for test delivery has cost and efficiency implications. If the test is completely automated,
procedures for maintaining accurate identification regarding test sessions (e.g., participant
1.D., date, time, etc.) must be established.

4.2.1.1.5 User Interface

The cost of test delivery can also be influenced by the availability of user interfaces. The user
interface can provide access to a variety of support resources to the user, including general
instructions and support during training. If an instruction module is available, it should be
designed to provide clear, complete, and standardized information and instructions concerning
the operation of the test equipment and the completion of task components. One useful feature
of an instruction module would be the inclusion of a section designed to assess whether users
understood the instructions, particularly if these instructions are important determinants of
user performance. This can be accomplished with a series of questions designed to provide
additional information when users do not answer questions accurately. The training module
should be designed to administer the tests and to provide feedback to users in a manner that
enhances the development of stable and reliable performance.

4.2.1.2 Selecting Test Equipment

Hardware considerations for automated performance testing systems generally include the
computer, software, monitor, and input devices.

4.2.1.2.1 Computer

Many government and commercial impairment testing technologies have been developed to
be implemented on specific computer platforms (e.g., IBM, Macintosh) with particular capa-
bilities. Software and hardware advancements in the past few years, however, are beginning to
minimize the differences in platform; for example, many applications developed for an IBM
computer system can now be run on a Macintosh system equipped with appropriate software
and hardware. It is important to determine the specifications of the computer system that is
needed to support a test system, as these specifications may have important implications for the
accuracy of stimulus presentation and the precision of performance measures. In addition, there
may be substantial costs associated with these specifications.

The speed of the computer processor is one important concern. In general, computerized
performance batteries are developed, tested, and validated on computer systems having some
minimal processing speed. Running the system on a computer having a slower processing speed
could have a detrimental impact on the accuracy of the test. On rare occasions, the timing of
events within the test setting is based on this processing speed. Under these conditions,
running the system on a computer with either a faster or a slower processing speed would result
in timing decisions that were different from those upon which the test system was developed,
and could introduce significant variability into the test conditions.

Other concerns include the amount of memory that is needed to present the test and
record the results, the manner in which the data is to be stored, and the size and portability
of the computer. Typically, the rate-limiting memory factor associated with presentation of test
systems on computers is called random-access memory, or RAM. In many computers, the
amount of RAM available in a computer can be modified with the purchase and installation of
additional memory chips, or through the use of software systems designed to utilize permanent
storage space as random-access memory (e.g., virtual memory). However, the use of virtual
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memory does present software incompatibility problems and timing artifacts on occasion, so
the testing of system integrity is strongly recommended when virtual memory is used.

Data storage can also be a concern. Many systems require specific types of data storage
components (e.g., diskettes, hard drives, cartridge drives, etc.) to support accurate system
function, as timing and processing events can be affected by accessing external storage devices.
In addition, some test systems generate substantial amounts of data during each test, and across
time with repeated testing of many workers, storage concerns will quickly become a reality.
Also, test systems that use individual-subject floating baselines that are calculated from the
previous performances of the worker require quick access to a range of data, and data storage
components can influence data access rate. A final concern with regard to selecting a computer
system is the size and portability of the computer. Many computer platforms provide significant
computer functionality in both desk-top and portable computers. Under these conditions, it
becomes possible to consider administering performance tests on portable or mobile comput-
ers, thereby increasing the flexibility of the testing environment. Of course, such flexibility also
increases situational variability which may also have a detrimental impact on test reliability.

Some systems also require that additional components be added to the computer in order
to support the testing system. These additional components are typically electronic boards that
are placed in expansion slots available inside some computers. These boards provide enhanced
functionality to the computer, and include math co-processors, which enable the computer to
complete mathematical computations more quickly and thereby enhance the overall operation
speed of the computer; timing cards, which allow for more precise and reliable timing
functions; analog-to-digital cards, which provide a means of switching between analog and
digital electrical signals (computers work with digital signals, but some external devices, such
as joy sticks and some physiological recording equipment, produce analog signals); and input-
output cards, which enable the computer to turn on stimuli and monitor inputs from external
devices that are controlled by different power sources than are used by the computer.

4.2.1.2.2 Monitor

The monitor can be an integral part of the testing system. The presentation of many stimuli
occur on the monitor, so if discrimination of stimulus dimensions or measurement of response
time to the presentation of stimuli are important dimensions of the test system, the manner in
which these stimuli are displayed can influence the response outcomes. The size of the monitor,
the quality of image display, the type of color support (color, gray-scale, black-and-white, etc.),
the rate at which screen images are refreshed (this issue is important for precise measurement
of responding to stimulus presentation), and the amount of time required for images to
disappear from the screen (i.c., decay rate) are all important factors to consider when selecting
a monitor. In addition, compatibility between monitor and computer should also be evaluated.

4.2.1.2.3 Software

The type of software needed to support testing systems must also be considered. Minimally,
considerations of software include the operating system that is required to support the
computer and the test program, as well as the software used to develop the test system. Until
most recently, operating systems could only run on specific computers, and were not inter-
changeable. The Microsoft Windows products and OS-2, for example, were developed to run
on IBM-type computers, while the Mac Operating System was developed to run on Macintosh
computers. Recent advances in computer design, however, make it possible to run operating
systems on different computers.

One issue that will merit consideration with regard to selection of operating systems is
related to the need for randomization during test delivery. If regular repeated test administra-
tions are anticipated, it will be critically important that stimulus dimensions of tests be
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determined in a truly random manner. Some operating systems are limited with regard to
random number generation, and rely on pseudo-random tables to generate “random” stimulus
dimensions. Participants completing tests on a regular basis can become sensitive to recurring
patterns in stimulus presentation, even if the patterns are complex, and will adjust their
performance accordingly. Under such conditions, the reliability and validity of the tests are
disrupted. Only truly random pattern presentations can ensure that participants cannot learn
complex patterns of stimulus presentation during the test situation.

The operating system must work in harmony with the test system software. The software
used to develop and present the test will be an important consideration only if the users would
like the flexibility of changing components of the test process. Many systems were developed
with flexibility as an option, and changes in test sequences and parameters (e.g., duration of
a test, number of stimulus presentations, etc.) can be changed by accessing menus that are
available through the test system software, or by changing values stored in files that can be
accessed by many commercially available software programs. Under these conditions, the need
to access the test system software will be minimized. However, if complete flexibility and
independence are required, the ability to work with the test development software will be a
critical consideration.

4.2.1.2.4 Input Devices

Ease of use, training time, and visual support of the test system are all influenced by the type
of input devices used by the test system. A staggering number of commercially available input
devices can be used with most computers, but the characteristics of these devices must be
considered carefully, as response characteristics and timing precision can be influenced by these
devices. In addition, the quality and design of these devices must also be considered, as the
reliability of some devices can be compromised with extensive or vigorous use in the test
setting.

Input devices vary from simple touch-sensitive screens, requiring only the touch of a finger
on specified locations on the monitor (e.g., buttons or characters are presented on the monitor
by the test software, and response characteristics are determined based on when and where the
fingertip is placed on the monitor) to complex application-specific work panels (e.g., flight
simulators).

Other commonly used devices include a keyboard, mouse, joysticks, light pen, and drawing
board. It is important to factor in the amount of time required to train test participants to use
the input devices (e.g., keyboard experience will vary among participants, and may require
substantial training for those who have little experience) and whether or not operation of the
input device will require visual attention which could affect test results (e.g., if participants are
required to continuously scan the monitor for stimulus presentation, visual monitoring of the
response input device would impact performance).

4.2.2. TEST IMPLEMENTATION

In addition to considerations of impairment testing systems and the equipment needed to
administer those systems, the implementation of the testing system must also be considered.
Test cost, frequency of administration, maintenance of stable patterns of performance (i.e.,
motivation), and worker acceptance are among the issues that merit consideration.!? In
addition, concerns regarding the legal status of performance test systems, the manner in which
labor unions and arbitrators might view such test systems, and whether or not there is a
potential for misuse of the test system could affect system implementation.®
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4.2.2.1 Cost

Test costs include the initial expense of acquiring the test equipment and providing a test space,
the time required to complete the test, and administrative costs (e.g., record keeping, test set-
up, maintenance and replacement of equipment). However, test costs may be complicated by
the presence of hidden factors as well.” For example, cost of training the users may be
substantial. Based on the consequences of test failure, lost work time may also be factored in,
particularly under conditions in which the false positive rate (i.e., identification of the influence
of a risk factor on a user’s performance when none, in fact, exists) is high. There are additional
costs associated with initial negotiations between management and workers concerning the
appropriateness of a testing program and the consequences of test failure, and potential costs
associated with litigation, should it occur.

4.2.2.2 Test Frequency

No clear landmarks exist for making decisions regarding test frequency. In general, tests are
administered before an individual begins an assigned work activity. However, risk factors can
emerge at any time, and are not limited to activities that occur before work activities begin. For
example, the effects of fatigue, illness, and drug use can all occur after work has begun, and
would not be measured by tests occurring only at the beginning of a work activity. In addition,
it is not clear whether the frequency of test administration influences the reliability of test
performance. If tests are administered on a regular basis, or if rest intervals (e.g., weekends)
separate successive tests, motivational changes may influence performance.

4.2.2.3 Maintenance of Performance Stability

Repeated test administration, without contingencies designed to maintain motivation, invari-
ably results in decrements in performance over time. The maintenance of motivated perfor-
mance across repeated administration of a test is an important consideration during the
implementation of an impairment testing system. It is generally assumed that under conditions
in which access to assigned work activities, and financial compensation for that work, is
contingent upon suitable test performance, motivated performance is likely to be maintained
across repeated testing.” However, there has not been adequate investigations of this assump-
tion. The use of additional contingencies that target performance stability might be helpful, in
addition to the seemingly punitive consequence of loss of work opportunities associated with
poor performance. It has been suggested that the use of more complex or varied testing
procedures may also help to eliminate changes in motivation over time. Clearly, additional
research on these issues is needed.

4.2.2.4 User Acceptance

Another important consideration with regard to the implementation of an impairment testing
system is the acceptance of the test system by the workforce. Worker acceptance is influenced
by comfort in taking the tests, as well as by test relevance, or face validity, availability, and
accuracy.!® Comfort refers to the degree to which worker performance on these tests is
acceptable under routine testing conditions, and may be inversely related to the likelihood of
false positive outcomes. Relevance, or face validity, is associated with the extent to which
workers report that performance during the test will reflect performance of their assigned work
tasks. Availability refers to the reliability of the test equipment — if the tests cannot be
administered when scheduled, confidence in the accuracy of the test system is questioned.
Accuracy refers to the extent to which the test results are related to risk factors. Workers receive
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direct or indirect feedback on test systems (i.e., pass or fail). Rates of false positives (failures
given the absence of any risk factor) and false negatives (passes given worker recognition of the
influence of a potential risk factor, such as drug use) influence worker estimates of test accuracy.

4.2.2.5 Legal Issues

No clear guidelines exist with regard to the legal status of performance impairment test systems.
In comparison with employee selection criteria, Trice and Steele® suggest that the legality of
these test systems may be related to the degree to which their use results in discriminatory
outcomes. They cite Klein’s'” description of an 80% rule as a workable strategy for assessing
discriminatory practices. If the pass rate obtained when testing of any race, sex, or ethnic group
is less than 80% of the group with the highest pass rate, then the test system has an adverse
impact. Trice and Steele® also indicate that the absence of information regarding a cause of test
failure could have a negative impact on considerations of the legality of test systems because
under such conditions, employees might feel unduly compelled to reveal details of their
personal lives.

The status of performance impairment test systems with regard to fair-labor practices is also
undetermined at the present time. Trice and Steele® suggest that because biological sample
testing approaches to the detection of drug use have been ruled in the past to be a mandatory
labor practice and, as such, require bargaining with labor or unions prior to implementation,
performance test systems would likely be viewed in a similar manner. However, they also note
that because performance tests are less invasive than biological sample testing procedures, and
can be demonstrated to have greater job relatedness, employers could make the case that
performance impairment test systems can be implemented unilaterally without bargaining.

4.2.2.6 Potential for Misuse of Test Systems

Misuse of performance impairment tests are related to the consequences of worker perfor-
mance. Test systems can be implemented with the sole purpose of providing feedback to
workers regarding their level of performance (i.e., no consequences associated with work
activities are imposed). The objective of such testing procedures is to provide workers with
information to use to adjust their own on-work and off-work behavior in an attempt to more
accurately monitor their own levels of safety and productivity. For example, in describing a
feasibility study of the implementation of a performance testing system, truck drivers adjusted
their own rest behavior based on feedback they received during performance testing, even
though that feedback was unrelated to drivers” work eligibility.!® On the other hand, systems
that use the results of performance on impairment tests to influence work eligibility (and
possibly employment status) are more likely to involve some risk for test misuse.

No clear guidelines exist for the appropriate use of performance impairment test systems
for work eligibility. There is general agreement that in situations in which worker or public
safety is potentially influenced by a worker’s performance, impairment test systems are justified.
However, no clear criteria for identifying safety issues are available.® The use of such tests as
a means of managing worker productivity is less universally accepted, and if used as an
employee evaluation criterion, such tests should be given careful scrutiny.

4.2.3. APPLICATIONS OF PERFORMANCE TESTING TECHNOLOGIES

Currently, laboratory-based performance assessment technologies are applied in at least three
settings. The most frequent utilization of this technology is in the law-enforcement setting.
Law enforcement personnel have varying amounts of training and experience in the adminis-
tration of performance tests and in the interpretation of the behavior of individuals during test
performance. In addition, law-enforcement personnel have limited opportunities to compare
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their own evaluations of performance on field sobriety tests with the results of drug assays from
blood tests taken concurrently with the tests in order to monitor the accuracy of their
evaluations. Under these conditions, the reliability and validity of the field sobriety test remains
largely unknown, in spite of its widespread utilization. Results from a recent assessment of the
reliability and validity of a comprehensive drug evaluation program, which included a sobriety
test, will be presented.

A second application of laboratory-based performance assessment technologies has been in
the field of fitness-for-duty assessment, primarily supported by military and other government
agencies. A varied number of fitness-for-duty assessment batteries have been developed; several
of these will be reviewed. A major strength of these fitness-for-duty assessment batteries is the
availability of a substantial database on the reliability and validity with which these batteries can
detect changes in performance related to a number of manipulations, including drug admin-
istration, sleep deprivation, and exposure to extreme environments.

A third application of laboratory-based performance assessment technologies has been in
the field of readiness-to-perform assessment in workplace settings. Many of the approaches to
readiness-to-perform assessment that are being used in workplace settings have evolved from
strategies that are currently in use in government-sponsored performance assessment batteries
or laboratory settings, but, in general, these approaches have been subjected to reliability and
validity assessment with less consistency. Several assessment technologies that have been
subjected to some reliability and validity assessment will be described.

4.2.3.1 Law Enforcement Applications: Impairment Identification and Evaluation

4.2.3.1.1 Background

Motor vehicle accidents are the leading cause of death in the U.S. for people aged 1 to 34, and
cthanol is a factor in nearly half of traffic fatalities each year.!® Several studies have examined
the role of drugs other than ethanol. A national study of fatally injured drivers reported a
prevalence rate of 6.4% for drugs other than ethanol.?’ In contrast, studies conducted in
metropolitan areas or single states have reported greater drug prevalence rates among fatally
injured drivers, ranging from 19 to 37% for marijuana and 8 to 20% for cocaine.?!* It is
important to note that drug prevalence rates do not indicate whether the drivers were impaired
as a result of drug use. There are few universally accepted or validated standards that are
available for verification of drug-induced behavioral impairment. The field sobriety test has
been promoted as such a standard, but it lacks standardization and has not been subjected to
empirical validation.

The Drug Evaluation and Classification (DEC) program was developed to provide an
objective and standardized approach to the assessment of driver impairment due to drug use
which would meet legal evidentiary standards. The DEC program consists of a standardized
evaluation conducted by a trained police officer (Drug Recognition Examiner, DRE) and the
toxicological analysis of a biological specimen. The evaluation involves examination of the
suspect’s appearance, behavior, eyes, performance of four field sobriety tests (FST), vital signs,
and questioning of the suspect.?> From the evaluation, the DRE concludes (1) if the suspect
is behaviorally impaired, (2) if the impairment is drug-related, and (3) the drug class or
combination of classes causing the impairment.

Results of the toxicological analysis either support or refute the DRE’s identification of
drug class(es). The performance components of the DEC program are listed in Table 4.2.3.1.2.3.
DRE training is extensive. Certification requires 9 days of classroom instruction, during which
information pertinent to the DEC evaluation, legal issues related to drug testing, behavioral
and physiological effects of drugs, and a written examination are presented, followed by the
completion of 12 DEC evaluations involving at least 3 different drug classes. A minimum of
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Table 4.2.3.1.2.3 Task Components of the Drug Evaluation and Classification
Program (DEC)

Motor Ability Tests Focused Attention Other Cognitive Performance
Romberg Balance Time Estimation Arithmetic Computation
Walk and Turn Speech

One Leg Stand

Finger-to-Nose

75% of these evaluations must be substantiated through toxicological analysis prior to certifi-
cation.

Trainees must also pass a final written examination prior to obtaining DRE certification.
The DEC program is currently used in 29 states and in the District of Columbia.?® In the
1980s, Los Angeles Municipal Courts began accepting expert testimony from DREs.?” Since
1991, courts in Arizona and New York have held that DRE testimony meets the Frye standard
and is thus admissible. Courts in Colorado, Florida, and Minnesota have held that DRE
testimony is admissible and that the Frye standard is inapplicable.?6:28 DRE cases often result
in convictions on impaired driving charges in legal settings.!®

Although widely used, the validity of the DEC program has received minimal evaluation
under either limited laboratory or field conditions. In the only laboratory study to date, DREs
evaluated research volunteers who were administered 4-amphetamine, diazepam, secobarbital,
or marijuana.?’ Results indicated that DREs correctly identified the drug class in 91.7% of cases
when subjects were judged to be impaired, correct identifications were dose dependent, and
the DEC evaluation resulted in a very low false positive rate (1.3%). Several field studies of the
DEC program have also indicated that a high percentage of DRE drug class identifications are
confirmed by toxicological analysis.16-27:28

These studies suggest that the DEC program can accurately determine the class of drug
used by impaired drivers. However, the validity of the individual variables of the DEC
evaluation as predictors of drug intake have not been rigorously examined. A recent study
investigated the validity of the variables of the DEC evaluation, including performance
components used in the field sobriety test, in predicting whether research volunteers had been
administered ethanol, cocaine, or marijuana.?® This study also assessed the accuracy of DRE’s
evaluations in detecting impairment (i.e., whether subjects had received a drug), and which
drug class had produced the impairment (i.e., which drug subjects had received).

4.2.3.1.2 Laboratory Validation Study: DEC Program

4.2.3.1.2.1 Research Methodology

Research subjects (n = 18), who were regular users of alcohol, cocaine, and marijuana prior to
the study, were administered oral ethanol (0, 0.28, 0.52 g/kg), intranasal cocaine (4, 48, 96
mg/70 kg), and smoked marijuana (0, 1.75, 3.55% A9-tetrahydrocannabinol [THC], 16 puffs)
under double blind conditions. All subjects signed consent forms prior to the study, which had
been reviewed and approved by an institutional review board. No attempt was made to match
drug doses on magnitude of performance effects. Subjects received either placebo or one active
drug dose during each of nine separate experimental sessions. Drug administration occurred
over 20 min, with ethanol administered during the first 5-min interval, followed by cocaine
administration over 2 min, followed by marijuana smoking during the final 12 min.

The DEC evaluation was an abridged version of the evaluation used in law enforcement
contexts;?® it began 10 min after drug administration and lasted about 25 min. The test interval
coincided with the time in which peak drug effects on performance would be anticipated, but
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it is also important to note that the potency of effects of these drugs on performance were likely
changing across the 25-min test interval. All DRE observations and measurements (N = 76)
were recorded and analyzed independently.

The DEC evaluation began with an ethanol breath test. DREs then measured pulse and
recorded information about physical defects, corrective lenses, appearance of the eyes, and
visual impairment. Using a pencil, DREs assessed eye tracking and nystagmus, pupillary size,
and condition of eyelids. The next phase of the DEC involved an examination of eye
movements and performance of four field sobriety tests (FST). Subjects’ eyes were tested for
horizontal and vertical gaze nystagmus and for convergence. Four FST were then administered.

The Romberg Balance (RB) assessed body sway and tremor while subjects stood for 30 s
with feet together, arms at sides, head tilted back, and eyes closed. Subjects estimated the
passage of 30 s during this test. The Walk and Turn (WT) test required subjects to take nine
heel-to-toe steps along a straight line marked on the floor, turn, and return with nine heel-to-
toe steps. The One Leg Stand (OLS) assessed balance by having subjects stand on one leg, with
the other leg elevated in a stiff-leg manner 15 cm off the floor for 30 s. Subjects were also
required to complete a counting task while performing this test. In the Finger to Nose (EN)
test, subjects stood as in the RB and brought the tip of the index finger of the left or right hand
(as instructed) directly to the tip of the nose.

The final portion of the DEC involved the measurement of pulse, blood pressure, and oral
temperature, as well as a further examination of the eyes. Using a hand-held template, DREs
estimated the diameter of each pupil to the nearest 0.5 mm under conditions of ambient room
light, nearly total darkness, indirect light, and direct light. While illuminating the eyes under
direct light from a penlight for 15 s, DREs assessed constriction of the pupils and fluctuation
of pupillary diameter (i.e., hippus). Lastly, DREs measured pulse and assessed muscle tone,
attitude, coordination, speech, breath odor, and facial appearance.

DREs retired to an isolated room to decide whether subjects were impaired. If a conclusion
of impairment was reached, DREs recorded their prediction of the drug class(es), including
ethanol, causing the impairment.

4.2.3.1.2.2 Plasma Drug Concentration

During each experimental session, blood samples were collected (see Heishman et al.?% for
details). Plasma concentration data from the 16-min postdrug sample, which was obtained half-
way through the DEC evaluation, are reported. At 16 min postdrug, which was about 30 min
after drinking ended, ethanol (0.28 and 0.52 g/kg) produced mean + SE peak plasma
concentrations of 24.3 + 2.2 and 54.4 + 6.0 mg/dL, respectively. At 16 min postdrug, cocaine
(48 and 96 mg/70 kg) produced mean plasma concentrations of 74.7 + 7.2 and 180.5 + 17.1
ng/mL, respectively. Placebo cocaine (4 mg,/70 kg) did not produce measurable plasma levels
of cocaine or cocaine metabolites. At 16 min, benzoylecgonine concentrations were 95.4 +
27.7 and 210.7 + 47.3 ng/mL, and ecgonine methylester levels were 10.8 + 3.0 and 26.1 +
6.3 ng/mL for low and high dose cocaine, respectively. Marijuana produced peak plasma
concentrations immediately after smoking, which had declined at 16 min to 15.4 + 3.0 and
28.2 + 4.2 ng/mL for 1.75% and 3.55% THC, respectively. Concentrations of 11-nor-9-
carboxy-THC reached maximum concentrations at 16 min of 18.4 + 3.6 and 27.7 + 4.2 ng/
mL after low and high marijuana doses, respectively.

4.2.3.1.2.3 DEC Evaluation

The 76 variables from the DEC evaluation were first analyzed using stepwise discriminant
analyses to determine which ones best predicted the presence or absence of each of the three
study drugs. These subsets of best-predictor variables for each drug were then subjected to
separate discriminant function analyses using whether subjects were dosed or not dosed with
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each drug as the predictor. Separate evaluations of DEC variables were conducted for ethanol,
cocaine, and marijuana. Based on these mathematical models, predictions were classified as true
positive, true negative, false positive, or false negative. These parameters were used to calculate
the sensitivity, specificity, and efficiency (i.e., predictive accuracy) of DEC variables.?® In a
separate analysis, the accuracy of both DRE predictions of impairment and of which drug-
class(es) were associated with impairment were also determined.

Ethanol: The stepwise discriminant analysis resulted in a subset of 17 variables (excluding
BALs) that were the best predictors of the presence or absence of ethanol. The 17 variables
in descending order of predictive weight were: (1) presence of horizontal gaze nystagmus, (2)
abnormal breath odor, (3) increased errors on WT test, (4) estimation of 30 s during RB test,
(5) inability to complete OLS test, (6) low oral temperature, (7) increased sum of three pulse
recordings, (8) abnormal facial appearance, (9) relaxed attitude, (10) lack of rebound dilation
of the pupils under direct illumination, (11) slurred speech, (12) increased errors on executing
the turn on WT test, (13) cigarette breath odor, (14) abnormal muscle tone, (15) confused
speech, (16) miscounting during OLS test, and (17) number of steps in WT test. The
discriminant function comprising these 17 variables predicted the presence or absence of
ethanol with extremely high accuracy. The model was equally accurate in predicting the
presence (sensitivity = 94.4%) and absence of ethanol (specificity = 92.6%); overall predictive
efficiency was 93.3%.

Cocaine: The stepwise discriminant analysis also resulted in a subset of 17 variables that
were the best predictors of the presence or absence of cocaine. The 17 variables in descending
order of predictive weight were: (1) increased sum of systolic and diastolic blood pressure, (2)
increased sum of three pulse recordings, (3) low oral temperature, (4) eyes that did not appear
normal, (5) sum of the pupillary diameter measures during four illumination conditions, (6)
breath odor that was not marijuana-like, (7) abnormal breath odor, (8) sum of the pupillary
diameter range of left and right eyes, (9) abnormal muscle tone, (10) decreased body sway
during RB test, (11) number of steps in WT test, (12) speech that was not low in volume, (13)
facial appearance that was flushed or red, (14) decreased errors on OLS test, (15) confused
speech, (16) attitude that was not relaxed, and (17) rebound dilation of the pupils under direct
illumination. The discriminant function comprising these 17 variables predicted the presence
or absence of cocaine with high accuracy. The model had greater specificity (96.3%) than
sensitivity (88.9%), and efficiency was 93.3%.

Marijjuana: The stepwise discriminant analysis resulted in a subset of 28 variables that were
the best predictors of the presence or absence of marijuana. The 28 best-predictor variables in
descending order of predictive weight were: (1) increased sum of three pulse recordings, (2)
droopy eyelids, (3) low oral temperature, (4) abnormal speech, (5) lack of rebound dilation of
the pupils under direct illumination, (6) sum of the pupillary diameter measures during four
illumination conditions, (7) increased sum of systolic and diastolic blood pressure, (8) low
volume speech, (9) increased body sway during RB test, (10) incoherent speech, (11) abnormal
pupillary reaction to light, (12) eyes that did not appear normal, (13) bloodshot eyes, (14)
abnormal muscle tone, (15) miscellaneous abnormal appearance of eyes, (16) abnormal facial
appearance, (17) increased eye or body tremors during FN test, (18) increased errors on
executing the turn on WT test, (19) less than the complete number of steps in WT test, (20)
decreased errors on FN test, (21) increased errors on WT test, (22) marijuana breath, (23)
abnormal breath odor, (24) lack of hippus of the pupils under direct illumination, (25) failure
of'eyes to converge, (26) stale breath odor, (27) cigarette breath odor, and (28) slurred speech.
The discriminant function comprising these 28 variables predicted the presence or absence of
marijuana with extremely high sensitivity (100%), specificity (98.1%), and efficiency (98.8%).
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4.2.3.1.2.4 DRE Predictions

To obtain and maintain International Association of Chiefs of Police (IACP) certification,
DRE’s drug class predictions must be “consistent” with toxicological analysis on a consistent
basis. Under TACP standards,?! the following rules apply: (1) if the DRE concludes a subject
is impaired by only one drug class, toxicology must confirm some drug in that class; (2) if the
DRE names two drug classes, toxicology must confirm at least one of them; and (3) if the DRE
names three or more drug classes, toxicology must confirm at least two. DREs are not expected
to identify all drugs taken by a subject, only the one(s) that account for the observed
impairment. The rules for consistency treat ethanol as a special case. Because DREs administer
a breath test, they know if the subject has ingested ethanol. Thus, if the DRE names ethanol
and some other drug class, toxicology must confirm the other class, and if the DRE names
ethanol and two other classes, toxicology must confirm at least one of the other classes. IACP
standards accept a quantitative or qualitative analysis of any body tissue or fluid that produces
an identification of a drug or metabolite to confirm the DRE’s opinion.

Of 158 valid DEC examinations, DREs concluded impairment was present in 81 sessions.
A study drug had been administered in 66 of those 81 sessions (81.5% sensitivity for drug or
alcohol administration). However, because the breath-alcohol test provided a priori confirma-
tion of ethanol, an intoxication rating was guaranteed to be consistent with alcohol adminis-
tration during alcohol sessions. DREs concluded impairment in 18 of 36 alcohol sessions, but
blood alcohol levels (24.3 + 2.2 and 54.4 + 6.0 mg/dl) were modest during alcohol sessions.
Excluding the alcohol sessions (n=18), impairment ratings occurred in 63 sessions. A study
drug had been administered on 22 of those 63 sessions (34.9% sensitivity for drug administra-
tion).

Based on IACP standards in which toxicology analyses (e.g., urinalysis) are used to verify
impairment, DRE predictions of the class of drug associated with impairment were consistent
with toxicology reports in 41 cases (50.6%). These 41 consistent cases included 9 in which the
DRE concluded the subject was impaired by ethanol alone. Excluding those 9 cases resulted
in 72 predictions that named some non-ethanol drug class. The DRE’s predictions were
consistent with toxicology in 32 cases (44.4%). Nearly one-third of these verifications occurred
as a result of predose urine samples related to previous drug use by subjects, rather than as a
result of drugs administered during sessions.

4.2.3.1.2.5 Conclusions

The validity of the DEC evaluation was examined by developing mathematical models based
on discriminant functions that identified which subsets of DEC variables best predicted
whether subjects were dosed with placebo or each active drug. The subsets consisted of 17
variables for ethanol, 17 variables for cocaine, and 28 variables for marijuana. For all three
drugs, the discriminative function model testing this subset of variables predicted the presence
or absence of drug with a high degree of sensitivity and specificity. EST variables contributed
to the accuracy of prediction with all three study drugs.

A secondary goal of this study was to determine the accuracy of DRE evaluations in
detecting whether an individual was impaired and, if so, whether the impairment was associated
with ethanol, cocaine, or marijuana administration. When DREs rated an individual as im-
paired, 81.5% of the time a drug or alcohol had been administered prior to the evaluation.
However, after excluding alcohol sessions, only 34.9% of DRE impairment ratings were
associated with study drug administration. When DREs judged subjects as impaired, their drug
class predictions were consistent with toxicology results in half the cases, and when ethanol-
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only decisions were excluded, consistency fell to 44% of cases. However, nearly one-third of
non-ethanol impairment decisions were consistent because of drug metabolites identified in
predose urine specimens, rather than because of the drug administered prior to evaluations.

It is highly unlikely that the behavior of subjects was affected by drug under these
conditions because blood samples obtained at the time of the DEC evaluation tested negative
for the drug identified in the predose urine sample. It is widely recognized that a positive urine
drug test does not indicate behavioral impairment.32:33

These data clearly indicate that the variables of the DEC evaluation alone did not permit
DREs to predict impairment and drug intake with precision; certainly not with the consistency
that the TACP requires for certification. There were several differences between the controlled
laboratory conditions of this study and the field conditions under which DREs normally
conduct the DEC evaluation that may have contributed to this outcome, such as the abridged
form of the DEC evaluation, lack of meaningful drug-related cues (e.g., marijuana odor, drug
paraphernalia), inability to interview subjects concerning drug use, and the possibility that
greater drug doses encountered in the field would result in clearer behavioral signs of
impairment. Additional studies will be required to determine whether these factors influence
the accuracy of DRE evaluations of impairment and drug use associated with that impairment.

With respect to the DEC evaluation, it is clear that variables produced during the test,
including those associated with the field sobriety test, can be used to predict accurately acute
administration of ethanol, cocaine, or marijuana. This predictive validity was optimal when
predictions were made using 17 to 28 variables from the DEC evaluation. These findings
suggest that predictions of impairment and drug use may be improved if DREs focused on a
subset of variables associated with each drug class, rather than the entire DEC evaluation.

4.2.3.2 Government Application: Tests of Fitness for Duty

4.2.3.2.1 Background

Much of the early interest in the area of human performance testing was funded and manned
by several branches of the U.S. Military. The successful military mission depends on optimal
performance by its personnel. Hostile and hazardous environments may have subtle to pro-
found influences on a soldier’s performance.?* The goal of military human performance
research was to identify those environments and agents that cause a deterioration in ability, and
to what degree. With this knowledge, military personnel could attempt to compensate for, or
avoid, undesirable environments or agents. A comprehensive review of many assessment
batteries used by government agencies, which includes a review of evidence related to the
reliability and validity of the batteries, can be found elsewhere.¢

4.2.3.2.2 Computerized Performance Test Batteries

Most government-sponsored computerized performance test batteries are compilations of
computer performance tests that were originally developed and tested in controlled laboratory
settings. The purpose of many of these tests is to determine the effects of risk factors on fitness
for government duty, and to assess the efficacy of countermeasures designed to offset the
performance effects of these risk factors.

4.2.3.2.2.1 Unified Tri-Service Cognitive Performance Assessment Battery

The Unified Tri-Service Cognitive Performance Assessment Battery (UTC-PAB) was con-
structed by the Tri-Service Working Group on Drug Dependent Degradation of Military
Performance which eventually became known as the Office of Military Performance Assessment
Technology (OMPAT).3> OMPAT sponsored a series of related methodologies with the
purpose of assessing military-related performance. This group included representatives from
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Table 4.2.3.2.2.1 Task Components of the Unified Tri-Service Cognitive Performance Assessment
Battery. (UTC-PAB)

Focused Selective Divided Other Cognitive
Attention Attention  Attention Acquisition Memory Performance
Complex Stroop Repeated Match/ Spatial Rotation-
Reaction Time Nessier Acquisition Nonmatch Sequential
Visual-Motor Dichotic to Sample Pattern Matching
Tracking Listening Sternberg Manikin
Substitution Memory Grammmatical /
(Symbol-Digit Pattern Logical Reasoning
or Code) Comparison  Arithmetic Computation
Time Estimation Sequence Serial Add/Subtract
Continuous Memory Linguistic Processing
Performance
Sequence
Comparison

Visual Monitoring

the U.S. Navy, Air Force, and Army. The group set out to fabricate a standardized laboratory
tool to assess cognitive performance using repeated measures in a Tri-Service chemical-defense
biomedical drug screening program.3¢ All of the tasks in the test battery were designed to run
on standard MS DOS platform computers with graphical presentation and keyboard respond-
ing. The UTC-PAB is a library of cognitive tests which can be modified into smaller subsets
or batteries for a specific purpose.

Several of these commonly known subsets are the Walter Reed Army Institute Performance
Assessment Battery (WRPAB), the Naval Medical Research Institute Performance Assessment
Battery (NMRI-PAB), the UTC-PAB/NATO AGARD STRES Battery, and the Criterion
Task Set (CTS).3¢ The original UTC-PAB was comprised of 25 tasks which were chosen due
to their construct validity, greater reliability, and higher sensitivity to changes in cognitive
functioning.

The UTC-PAB’s modular design offered the investigator the freedom of customized
batteries by combining any number of the tasks, and in any order. This enabled researchers to
utilize only those tasks which best suited the needs of each protocol or evaluation. Accuracy
and response time were automatically measured and the data collection updated for any of the
tasks that were selected. Numerous parameters of the individual tasks could be modified, such
as stimulus duration, inter-trial interval, number of stimulus presentations, and length of the
task. Instruction screens and help files could be modified as well. A hard copy of summary
statistics for each test can be enabled. The raw data is stored in ASCII files which allow easy
import into spreadsheets or statistical packages. The default parameter settings for the UTC-
PAB tasks were patterned off of the North Atlantic Treaty Organization AGARD-STRES
Battery.?”

Table 4.2.3.2.2.1 contains the individual tasks of the UTC-PAB. These tasks measure a
variety of human cognitive and psychomotor functioning, including focused attention, selec-
tive attention, divided attention, memory, and a variety of additional task components.¢

4.2.3.2.2.2 Walter Reed Army Institute Performance Assessment Battery

The Walter Reed Army Institute Performance Assessment Battery (WRPAB) was designed by
Dr. David Thorne and colleagues at the Walter Reed Army Institute of Research, Division of
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Table 4.2.3.2.2.2 Task components of the Walter Reed Army Institute Performance Assessment Battery

(WRPAB)
Focused Selective Other Cognitive
Attention Attention Acquisition Memory Performance
Complex Reaction Stroop Associative Match/Nonmatch Manikin
Time Nessier Learning to Sample Grammmatical /
Substitution Sternberg Memory Logical Reasoning
(Symbol-Digit or Pattern Comparison  Arithmetic Computation
Code) Sequence Memory Serial Add/Subtract
Encoding/Decoding

Time Estimation

Neuropsychiatry, Department of Behavioral Biology. The battery was designed to measure
changes in performance over time as a function of environmental perturbations (e.g., drugs,
fatigue, sleep deprivation) as opposed to serving as a screening tool.® The WRPAB was
designed to offer investigators a menu of individual cognitive, perceptual, and psychomotor
tests, from which investigators can choose those tests that best serve their purpose.

A user-friendly building routine allows for the development of smaller, personalized PABs
which are specific to a given objective. The building routine prompts the researcher to specify
certain hardware and software characteristics of the computer system on which it will be
presented. It also inquires about enabling or disabling summary statistics. Programming
modifications at the code level in BASICA or GW BASIC allow individual task’s duration and
the number of trials per task to be modified with little difficulty using the documentation that
accompanies the software.

This research tool currently operates on the MS DOS platform with graphic screen
presentation on a local or remote monitor with responding performed on a standard key-
board.3® Installation of a timer card is necessary to insure precise timing. Response times and
values, and errors are stored into working memory until the completion of each task. After
completion of a task, summary statistics may be shown on the subjects screen, or downloaded
to a printing source, if desired. The task’s raw data is transferred to an ASCII file located on
a floppy diskette. Table 4.2.3.2.2.2 lists the individual tasks of the WRPAB.

These tasks assess focused attention, selective attention, acquisition, memory, and a variety
of additional task components.3® Variations of the WRPAB have been developed by related
groups, including the UTC-PAB/AGARD-STRES, and the CogScreen, which is primarily a
screening tool for assessing neuropsychological functioning used widely in the aviation indus-
try.

As mentioned earlier, the WRPAB is best suited for experiments with repeated measures
designs involving treatments, dosages, or differing environments. Specific tasks in the WRPAB
have been found to be sensitive to certain psychoactive drugs. Several government agencies
have implemented the WRPAB as a research tool. For example, the National Institute on Drug
Abuse Intramural Research Program at the Addiction Research Center has studied the effects
of nicotine and nicotine replacement on smoker’s and nonsmoker’s cognitive abilities and
attention processes using the Two-340 and Six-Letter Search.? Cognitive abilities were also
measured using the WRPAB’s Digit Recall and Logical Reasoning tasks.340

4.2.3.2.2.3 Naval Medical Research Institute Performance Assessment Battery

The Naval Medical Research Institute Performance Assessment Battery (NMRI-PAB) was
developed to measure the effects of a wide variety of military environments upon the technically
oriented tasks of Marine and Naval personnel. The battery’s methodology was based on a tri-
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Table 4.2.3.2.2.3 Task Components of the Naval Medical Research Institute Performance Assessment
Battery (NMRI-PAB).

Focused Selective Other Cognitive
Attention Attention = Memory Performance
Continuous Stroop Match/Nonmatch to Sample Spatial Rotation-Sequential
Performance Sternberg Memory Manikin
Pattern Comparison Grammmatical /Logical Reasoning

service methodology in an attempt to standardize measurement of human performance in
military environments.?* The NMRI-PAB, like the WRPAB and UTC-PAB, is a menu-driven,
microcomputer-based, assessment tool that is comprised of individual tasks.

The NMRI-PAB consists of eight individual tasks which measure different aspects of
human functioning (Table 4.2.3.2.2.3). The software controller allows the experimenter to
modify certain aspects of task presentation. The software collects detailed information about
subject’s accuracy and speed of responding. Because the NMRI-PAB is microcomputer-based,
multiple subjects can participate simultaneously and in different locations. The software runs
on standard MS DOS platform with graphical screen presentation and keyboard responding.
The design of this assessment tool allows for repeated measures testing. The individual tasks
of the NMRI-PAB measure several areas of human cognitive functioning, including focused
attention, selective attention, memory, and a variety of additional task components.?

4.2.3.2.2.4 Advisory Group for Aerospace Research and Development — Standardized Test for
Research with Environmental Stressors Battery

The Advisory Group for Acrospace Research and Development — Standardized Test for
Research with Environmental Stressors Battery (AGARD-STRES) was developed to investigate
the effects of environmental stress on human performance.?” After receiving funding from the
U.S. Air Force, the Advisory Group for Acrospace Research and Development (AGARD) set
out to construct a standardized performance assessment battery using tests that had proven
successful in stress research.

The group utilized seven of the individual tests from the UTC-PAB.3” The AGARD-
STRES battery was designed to provide a standardized method of task presentation (e.g., the
seven tests are presented in a predetermined order, and the task parameters are designed to
remain constant) in order to more effectively compare performance on these tasks across
subject populations and settings. The software runs on standard MS DOS platform with
graphical screen presentation and keyboard input. This would facilitate standardization and
allow researchers to compare all administrations of the battery equally. This assessment tool is
well suited for repeated measures research. Table 4.2.3.2.2.4 presents the individual tests of the
AGARD-STRESS battery. Focused attention, divided attention, and memory categories of
tasks are included in this battery, in addition to a variety of other tasks.

4.2.3.2.2.5 Automated Neuropsychological Assessment Metrics

The Automated Neuropsychological Assessment Metrics assessment battery (ANAM) is a
modified version of the AGARD-STRES battery. The ANAM has added pursuit tracking,
which requires a mouse for completion, and has eliminated tracking, dual task, and reaction
time tasks from the AGARD-STRES battery because these tasks engendered unsuitably variable
performance. A tracking test, running memory test, the Walter Reed mood scale, and the
Stanford sleepiness scale were substituted. Table 4.2.3.2.2.5 presents the various tasks of the
ANAM battery. Focused attention and memory categories of tasks are included in this battery,
as well as a variety of additional task components.
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Table 4.2.3.2.2.4 Task Components of the Advisory Group for Aerospace Research and
Development — Standardized Test for Research with Environmental
Stressors Battery (AGARD-STRESS).

Focused Divided Other Cognitive
Attention Attention Memory Performance
Complex Sternberg Memory  Spatial Rotation-Sequential
Reaction Time Grammmatical /Logical Reasoning
Visual-Motor Serial Add/Subtract
Tracking

Table 4.2.3.2.2.5 Task Components of the Automated Neuropsychological Assessment Metrics

(ANAM).
Focused Other Cognitive
Attention Memory Performance
Complex Reaction Time Sternberg Memory Spatial Rotation
Visual-Motor Tracking Character/Number Recall ~ Spatial Rotation-Sequential

Grammmatical /Logical Reasoning
Serial Add/Subtract

4.2.3.2.2.6 Neurobehavioral Evaluation System 2

The Neurobehavioral Evaluation System 2 (NES2) is a neurobehavioral evaluation system
designed to facilitate screening of populations at risk of nervous system damage due to
environmental agents. This evaluation system was designed to be administered on a microcom-
puter. Epidemiologic research influenced the sets of tests that were included in this battery. An
expert committee convened by the World Health Organization (WHO) and the National
Institute for Occupational Safety and Health (NIOSH) proposed a set of core tests for this
battery. Many of the core tests that were chosen are adaptations of pre-existing clinical
instruments that have been recognized as valuable tools in investigating neurotoxin exposure.

Motor ability, focused attention, selective attention, acquisition, and memory categories
of tasks are included in this battery, in addition to a variety of other tasks (Table 4.2.3.2.2.6).
The battery is made up of separate tasks; performance on combinations of these tasks is
potentially altered by exposure to neurotoxic agents such as pesticides, solvents, or carbon
monoxide. Many of the tasks are suitable for repeated testing of any individual. Five of the tests
are similar to the core tests of the WHO battery.*!

The NES2 software was developed using IBM’s Advanced BASIC. The software is menu-
driven and allows the interviewer to chose the individual tasks that are presented at any one
session. The software was designed to run on IBM PC-compatible hardware with a standard
DOS operating system. Response inputs occur through a joystick with a pair of push-buttons.*!
The evaluation battery is presented on a standard CGA graphic computer screen and data
output is stored in ASCII format which allows for easy integration with other software.? A
software clock allows the evaluating system to record response latencies as well as correct and
incorrect responses.

Baker and colleagues*! found that the validity and stability of three tests in the NES2 were
comparable to five previously validated traditional interviewer-administered neuropsychologi-
cal instruments. High correlations were reported between individual trials of the same inter-
viewer-administered task. Stability on four of the computerized tests was supported by high
correlations between scores when research subjects were tested on four separate days.
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Table 4.2.3.2.2.6 Task Components of Neurobehavioral Evaluation System 2(NES2).

Motor Focused Selective Other Cognitive
Ability Tests Attention Attention Acquisition = Memory Performance
Finger Tapping Simple Switching/  Serial Pattern Pattern Matching
Reaction Shifting Acquisition Comparison  Grammmatical /
Time Attention  Associative Character/ Logical Reasoning
Substitution Learning Number Arithmetic
(Symbol- Recall Computation
Digit or Vocabulary
Code)
Continuous
Performance

4.2.3.2.2.7 Automated Portable Test System

The Performance Evaluation Tests for Environmental Research Program (PETER), jointly
sponsored by the U.S. Navy and NASA, attempted to identify measures of human cognitive,
perceptual, and motor abilities that would be sensitive to environmental perturbations that are
associated with decrements in safety and productivity. An extensive collection of literature
yielded more than 140 tests which were rated for reliability and sensitivity. The PETER
Program incorporated those tasks which were most suitable for repeated-measures applications.
Inclusion criteria were met if a task’s inter-trial correlations were unchanging and variances
were homogenous across baselines.*?

The Automated Portable Test System (APTS) evaluation system is an outgrowth of the
work of the PETER Program. The PETER program had identified tests that were reliable,
stable, and sensitive to environmental and toxic stressors. Kennedy and his colleagues*?
adopted and computerized a core set of 18 tasks from the Peter Program’s recommended list
of performance tasks suitable for repeated measures application. Those tasks are listed in Table
423227

The APTS was designed for portability and was initially implemented on the NEC 8021C
microprocessor. The software is now available for IBM PC-compatible systems running on a
standard MS DOS operating system.** The battery measures abilities of motor function,
focused attention, selective attention, acquisition, and memory, as well as spatial perception
and reasoning, mathematical calculation, and other language skills.?¢ Similar to most of the
computerized performance assessment batteries, additions and deletions of individual compo-
nents have occurred as the battery has matured and been used in different applications.

4.2.3.2.2.8 Memory Assessment Clinics Battery

The Memory Assessment Clinics Battery (MAC) was designed to assess the effects of pharma-
cological treatments on memory tasks.*® Intended to study potentially cognitive-enhancing
pharmaceutical compounds, the battery is also used to assess age-related memory differences
in on-going clinical trials. Initial testing of the MAC Battery was administered on an AT&T
6300 computer utilizing color graphic presentation, laser-disk technology, and touch-screen
responding along with other custom-made manipulanda.The battery mimics real-life memory
and recognition demands, such as remembering a 7- or 10-digit telephone number, or
associating a name with a face. Table 4.2.3.2.2.8 presents the individual tasks of the MAC
battery. Focused attention, divided attention, acquisition, and memory categories of tasks are
included in this battery.
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Table 4.2.3.2.2.7 Task Components of the Automated Portable Test System (APTS).

Motor Focused Selective Other Cognitive
Ability Tests Attention Attention Acquisition Memory Performance
Finger Tapping Simple Stroop Associative Sternberg Spatial Rotation
Reaction Nessier Learning Memory Spatial Rotation-
Time Pattern Sequential
Complex Comparison Pattern Matching
Reaction Sequence Manikin
Time Memory Grammmatical /
Substitution Character/ Logical Reasoning
(Symbol- Number Recall  Arithmetic
Digit or Computation
Code) Serial Add/Subtract
Time Linguistic Processing
Estimation Spatial Visualization
Continuous
Performance
Sequence
Comparison
Visual
Monitoring

Table 4.2.3.2.2.8 Task Components of the Memory Assessment Clinics Battery (MAC)

Focused Divided

Attention Attention Acquisition Memory

Complex Reaction Associative Learning  Match/Nonmatch to Sample
Time Selective Reminding

Text Memory

Misplaced Objects

Facial Memory
Character/Number Recall

4.2.3.2.2.9 Synwork

Many performance batteries involve the administration of varied tasks, each of which requires
the focused application of a limited number of cognitive and motor skills, in a sequential
manner. One concern that has repeatedly been raised regarding the use of sequential laboratory
tests as a system for measuring performance impairment is that such systems do not assess all
human capabilities, including some that are critically dependent for job performance. For
example, while performance tests may assess specific abilities, such as reaction time or learning
ability, it may be unusual in job settings for such activities to be required in a sequential
manner.

Elsmore and colleagues*® have contended that real-world human behaviors or operations
may consist of two or more of these attributes and abilities occurring concurrently. Effective
job performance may require the ability to engage in multiple tasks in a simultaneous or
continuous manner, adjusting between task requirements as priorities change. It is unclear
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whether such higher-order performance requirements are effectively assessed in sequential
performance test systems.

Computer simulations of job performance represent one approach to increasing the array
of performance dimensions being measured during performance testing systems, and increasing
the generality of results to job settings. Initial attempts at developing computer simulations for
use in the assessment of performance impairment were government-sponsored modifications
of sequential performance testing systems. Instead of presenting tests in a sequential manner,
multiple tests were simultaneously presented, and participants were required to complete each
of the tasks in a manner which was often left up to the user.

Synwork represents an initial attempt to more effectively simulate the demands of natural-
istic job requirements. It is not a PAB-like simple reaction time or memory task, nor is it a full-
blown simulation of any job or operation.*® It requires subjects to perform 4 PAB-like tasks
simultaneously and is presented on a standard IBM PC-compatible computer with DOS
operating platform. The four tasks are presented simultaneously in one of four quadrants of a
color graphic screen. Subjects interact with the software by manipulating a standard mouse.
The software generates auditory feedback for correct and incorrect responses.*® The individual
tasks of the Synwork software measure attention and working memory (Sternberg Memory
Task); mathematical calculations (Arithmetic task); spatial perception and reasoning (Visual
Monitoring); and auditory perception and reasoning (Auditory Monitoring). A detailed ac-
count of the Synwork software can be found in Elsmore et al.#”

Elsmore et al.*® compared the effects of sleep deprivation on performance generated by
sequentially administered PAB tasks with that generated by Synwork. No clear differences in
performance throughput, defined by Dr. David R. Thorne, personal communication, as the
speed/accuracy product or the number of correct responses per actual working minute, were
observed as a function of task presentation style, but other dimensions of task performance
were more sensitive to the effects of sleep deprivation on the individual tasks during the PAB
(i.e., sequentially presented tasks) than during Synwork (i.e., simultaneously presented tasks).
Subjects reported Synwork to be more interesting and demanding than the PAB version, and
the authors contended that this may have been related to why individual isolated cognitive and
motor tasks engendered performance that was more sensitive to the effects of sleep deprivation
than the same tasks presented simultaneously.

4.2.3.3 Workplace Application: Readiness to Perform Tests

4.2.3.3.1 Background

Given the complex nature of many commercial work environments, as well as the reciprocal
interactions between employers and employees, factors associated with the development and
implementation of performance impairment test systems in commercial environments become
equally complex. In addition to the selection of test systems that are reliable and valid indicators
of performance impairment, it is equally important to consider issues associated with worker
acceptance of the testing system, time associated with the test, and the economic implications
of use and non-use of impairment test systems. Substantial research into the use of impairment
testing systems has been conducted over the past decade; however, the vast majority of this
work is available only in company reports and /or technical monographs; with few exceptions
(e.g., Delta), little information is available in peer-reviewed scientific publications.

4.2.3.3.2 Performance Tests in Applied Settings

Four applications of laboratory-based performance impairment test systems are described.
These systems have been chosen to be presented for two reasons. First, they provide examples
of the use of test systems for the measurement of performance impairment in commercial
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settings. Second, some information regarding the reliability and validity of these systems is
available.

4.2.3.3.2.1 Truck Operator Proficiency System/ReadyShift

The state of Arizona supported the development of a Truck Operator Proficiency System
(TOPS), which was designed to measure multiple dimensions of driving skills in a divided-
attention framework. Testing takes place in driving simulators which are located in weigh
stations throughout the state. The driving simulators are equipped with a steering wheel and
driving pedals, and a driving simulation task is presented on a computer screen. Performance
on the test is used in a regulatory manner to assess truck-driving performance of drivers on state
roads. The ReadyShift (Evaluations Systems, Inc., ESI) was a version of the TOPS system
which was modified for use in industrial sites (ReadyShiftI™) or installed into the cabs of trucks
(ReadyShiftIT™). An obvious advantage of these simulation batteries is the realistic dimensions
of job performance that are assessed with these systems.

EST has been involved in feasibility studies of the use of the ReadyShift test, along with
other performance tasks, to measure impairment in truck drivers.!® The initial test system
consisted of four tasks (Table 4.2.3.2.2.1), including the ReadyShift, a substitution task, a
visual monitoring task, and a tracking task, which were presented to workers in a renovated test
room located at the truck terminal (ReadyShiftI™), or from computerized testing modules
installed in the cabs of the trucks (ReadyShiftII™). The test took approximately 21 min to
complete. The four individual tests were selected based on existing literature indicating that
performance on these tasks was sensitive to the effects of sleep deprivation and sedative drug
risk factors. The tests were presented on PC-compatible computers using DOS operating
systems; specialized video screens and response input components supported through both
commercial and specialized cards and RAM chips were required.

The feasibility of the performance was assessed by having truck drivers complete assess-
ments on a regular basis before starting an overland trip (in-terminal testing) and at regular
intervals during these trips (in-cab testing). Drivers were paid a small wage for completing the
tests, and were compensated for any lost wages associated with time spent completing the tests.
No employment consequences were associated with performance on the tests, although
workers received feedback on their own performance immediately after each test. Driver
acceptance ratings and diaries were also collected. After implementing the initial test system,
a decrease in testing compliance, due both to drivers’ reluctance to take the time to complete
assessments, as well as to supervisors’ insistence that testing be postponed due to more urgent
work demands, was observed after two months of operation. Due to time requirements and
driver concerns with a lack of relevance associated with some tasks (particularly the visual
monitoring task), the test system was decreased to two components, and finally to just the
driving simulation task. Compliance was high, as was driver acceptance, under the final test
condition.

No accidents occurred during the period of feasibility study, although worker-initiated
adjustments in behavior occurred as a result of feedback from the test system (i.e., drivers rested
if performance on the test was below baseline). The investigators indicated that the relatively
short period of intervention increased the likelihood that no accidents would occur, but also
pointed out the possibility that the presence of a testing system could have altered the behavior
of the workforce, thereby reducing the likelihood of accidents. The investigators recommended
that attention be paid to this possibility in future studies. Evaluations of additional modifica-
tions of this system are currently under way (Miller, personal communication).
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4.2.3.3.2.2 NovaScan, NTI, Inc.

The NovaScan is a testing paradigm, rather than a fixed performance test, in that the system
represents a method of presenting selected tests in a manner that standardizes the attentional
requirements of the test user. The paradigm also allows for measurement of elements of
attention allocation. The testing paradigm is designed to present any combination of a subset
of 30 individual tasks originally developed and validated through the UTC-PAB project,
described above. The tasks that are presented can be selected based on the specific needs of the
test application (e.g., different combinations of tests have been used for different commercial
applications, based on the specific needs/interests of the company employing the NovaScan).

The resulting test system is designed to assess a variety of job-related skills, as well as
generic attentional processes associated with the completion of the tasks, in a time-efficient
manner. The NovaScan is presented on a PC-compatible computer equipped with standard
memory and visual capabilities, and is run on a DOS-based operating system. A customized
response apparatus, including a joy stick, control keys, and a keypad, is recommended. Trials
of the tasks chosen to be included in the test system are displayed on the computer monitor
in a random manner, thereby eliminating the need for the user to focus attention among
simultaneously presented tests. However, divided attention components can be added, if
needed.

The length of the test (i.e., number of trials presented) can be adjusted based on the
demands of the test environment. Performance is evaluated in an automated fashion using a
change-from-baseline approach, and the test can be administered in an automated or supervi-
sor-controlled manner. The Novascan has received substantial testing in a number of labora-
tory and applied settings. Performance on the NovaScan has been demonstrated to be sensitive
to the effects of alcohol, marijuana, diazepam, amphetamine, scopolamine, and an over-the-
counter antihistamine.>*## In addition, epidemiological differences in performance associated
with gender, age, and occupation have been considered. Variations of the testing paradigm
have been used in a number of commercial settings.

4.2.3.3.2.3 Delta, Essex Corporation

Delta, a commercial performance impairment testing system produced by the Essex corpora-
tion, was derived from Automated Portable Test System (APTS) evaluation system, which, in
turn, was based on the work of the Performance Evaluation Tests for Environmental Research
Program (PETER), a jointly sponsored U.S. Navy and NASA program designed to identify
measures of human cognitive, perceptual, and motor abilities that would be sensitive to
environmental perturbations that are associated with decrements in safety and productivity.

The Delta system contains many of the same tests contained in the APTS system, including
those that monitor motor function, reaction time, attention and working memory, learning
and memory, spatial perception and reasoning, mathematical calculation, and language (Table
4.2.3.2.2.1). More complete descriptions of the psychometric and validity studies supporting
the utility of this testing system are available elsewhere.>%*! Performance on the Delta system
has been demonstrated to be sensitive to the effects of alcohol, amphetamine, scopolamine,
chemoradiotherapy, and hypoxia.52*® The Delta test system has been used in a number of
applied settings, including airplane and tank operator training sites.>0:>!

4.2.3.3.2.4 Performance-on-Line, Profile Associates

Performance-on-Line is a software-based cognitive and psychomotor divided-attention task.
The task was derived from the hardware-based Simulated Evaluation of Driver Impairment
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(SEDI) distributed by SEDICorp. SEDI has been utilized to evaluate impairment induced by
alcohol and marijuana. SEDI was found to generate performance that was highly reliable and
sensitive to the effects of alcohol and marijuana.>¢” SEDI used numeric displays which were
novel to some subjects, and the memory-intensive instructions were found to be difficult to
remember for some individuals. The hardware-based SEDI was also costly, and subjects
frequently reported eye-muscle fatigue after its use.>®

The Performance-on-Line software was designed to include language-free graphics and
instructions that were not memory-intensive. The stimuli resemble patterns and scenes expe-
rienced during motor vehicle operation. Central and peripheral targets that are presented
simultaneously require independent visual discrimination and responding. The software is
designed to run on any computer using a DOS operating system. It supports a color graphic
display and utilizes keyboard response inputs. The test is self administered, provides on-screen
instructions and has five independent levels of difficulty. An administrative interface allows for
parametric modifications, such as whether or not performance feedback is provided to partici-
pants. The data is stored in formatted files which allow for easy use with other commercial
spreadsheet or data analysis programs.58

4.2.4 CONCLUSION

This section focused on issues associated with the use of performance testing technologies for
the detection of performance impairment. While the application of this technology remains
largely untested, the evidence presented in this chapter strongly suggests that this technology
shows promise as a component of performance impairment testing systems. A substantial
database regarding the reliability and validity of performance tests for measuring the effects of
risk factors on human performance has been established, and initial efforts at developing
performance testing systems made effective use of this database. Limitations with regard to the
predictive validity of these tests continue to be addressed in modifications to existing testing
systems, as well as in the development of more sophisticated simulation testing systems. Issues
regarding the selection and implementation of performance testing systems have been ad-
dressed in recent publications3#10 Clearly, careful and systematic evaluations of the use of these
systems in applied settings is warranted.

It is important to note, however, that while this chapter specifically addressed performance
testing as a means of impairment detection, there is no evidence to suggest that performance
testing systems are more effective than other impairment testing systems. Trice and Steele®
suggest that performance testing systems may have practical advantages over more common
biological sample testing systems, including potentially being more widely accepted by the
workforce, requiring less invasive testing requirements, and interfacing more efficiently with
existing employee assistance programs, but no evidence to support such claims is available, due
to the limited information regarding the use of these systems. It is likely that no single
technology will be universally effective in all settings, or even in one setting across all
individuals over time. The combination of technologies, based on the availability of resources
needed to support those technologies, will likely enhance the effectiveness of any impairment
testing system.
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4.3 EFFECTS OF ABUSED DRUGS ON PUPILLARY SIZE
AND THE LIGHT REFLEX

WALLACE B. PickworTH, REGINALD V. FANT, AND EDWARD B. BUNKER

NATIONAL INSTITUTE ON DRUG ABUSE, INTRAMURAL RESEARCH PROGRAM, ADDICTION
REeSEARCH CENTER, BALTIMORE, MARYLAND

Measurements of pupillary diameter, eye tracking, and the pupillary response to a flash of light
are readily available, noninvasive indices of central nervous system function. Recently, such
parameters have been used by law enforcement personnel, employers, and primary care and
emergency room physicians to make a rapid and initial assessment of recent drug ingestion. In
this section, the physiological basis for the control of pupil size and the light reflex and the
instruments used to measure pupillary responses are briefly reviewed. The results of a residen-
tial, within-subject study of the effects of various drugs of abuse on pupillary size and the light
reflex are described. A summary of the literature on the effects of abused drugs on pupillary
measures is given. The chapter concludes with a discussion of the utility and limitations of
pupillometry in the detection of abused drugs.

4.3.1 PHYSIOLOGICAL BASIS OF PUPIL SIZE AND THE LIGHT REFLEX

4.3.1.1 Pupil Size

The human pupil ranges in diameter from 1.5 mm at full miosis to 8.0 mm at full mydriasis.
The most powerful determinant of pupil size is the ambient light level. Pupil size is also
influenced by several factors including subject age, iris pigmentation, gender, state of arousal,
and time of day.! Newborns have very small pupils due to a lack of the pupillary dilator muscle
development; pupil size is maximal during adolescence and declines in older age. Subjects with
lightly pigmented iris (blue eyes) generally have larger pupils than those with heavily pigmented
iris (brown eyes). Pupil diameter tends to decrease over the course of the day.? Some people,
about 17% of the population, have pupils of unequal size (aniscoria), but differences exceeding
0.5 mm occur in only about 4% of the population.

4.3.1.2 Instrumentation

Pupil size can be estimated from direct observation. A variety of cards and scales are available
whereby the experimenter compares the size of the pupil to standard patterns and scales. The
simplest and most often used is the Haab pupil gauge. This consists of a card with black circles
graduated in size between 2 and 10 mm in 0.5 mm increments. The card is held on the
temporal side of the eye out of the subject’s vision (to reduce accommodation miosis). Pupil
size can be determined to an accuracy of 0.2 mm. The main disadvantage of the method is the
inability to make measurements in the dark.

The Polaroid close up camera has been used to photograph the eye of subjects before and
after the administration of opiates and other psychoactive drugs.3* Pupil size can be estimated
to within 0.1 mm by means of calipers and a magnified scale that is concomitantly photo-
graphed. Disadvantages of this method are the possibility that the flash used in the photogra-
phy can reduce pupil size and the expense of the film. Sequential photographs can be used to
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A = Initial Diameter

B = Constriction Velocity

C = Constriction Amplitude 0.5 sec
D = Dilation Velocity

Figure 4.3.1.3 Pupil diameter before (A) and after a light stimulus (S). Constriction (B) and dilation (D)
velocities are determined from a least square fit of the slope. Amplitude of constriction (C) represents
the maximal difference in diameter before and after the flash.

monitor pupil size over an extended time. If the pupil is illuminated with infrared light and
infrared sensitive film is used, recordings can be made in total darkness. Although this method
was used in seminal studies of the pupillary light reflex and other dynamic applications,> it is
seldom used today because of the high cost of film, processing time, and limited temporal
resolution.

Modern pupillometers usually employ infrared illumination of the eye and a television,
and/or computer. These instruments sample pupil diameter at rates up to 60 images per
second. Pupillometers offer the advantage of accurate sampling across a wide range of ambient
light. They can record pupil diameter over extended times enabling the investigator to quantify
dynamic aspects of the light reflex and fluctuations of pupil size (hippus). These instruments
are extensively used to determine the effects of drugs, fatigue, stress, autonomic reactivity and
level of anesthesia. In the following section, aspects of the pupillary light reflex measured with
modern pupillometers are discussed.

4.3.1.3 Light Reflex

When the retinal rods and cones are stimulated with light in the visual wavelength, there is
constriction of the pupil. A major factor in determining the intensity of the reflex is the
adaptation state of the retina because it is the rate of change of retinal illumination that evokes
the response. Other factors influence the light reflex. The retinal area that is stimulated is
differentially sensitive; the fovea and macular areas are most sensitive, the periphery is least
sensitive. The subject’s state of arousal,” anxiety,® the wavelength of the stimulus light and its
direction all may influence the reflex.>!® As shown in Figure 4.3.1.3, there are several
components of the light reflex that may be evaluated with pupillometers.

From studies in cats, monkeys, and rabbits, Lowenstein and Lowenfeld!! identified the
components of the light reflex that were controlled by parasympathetic and sympathetic
innervation of the smooth muscles controlling pupil diameter. They concluded that the
parasympathetic nervous system must be intact to observe the light reflex; the sympathetic
nervous system influences the shape of the reflex. For example, in the absence of sympathetic
innervation the constriction velocity is increased and the dilation velocity is decreased. In
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situations of increased sympathetic tone, the constriction is sluggish and incomplete. The
effects of abused drugs on these and other components of the light reflex were studied in the
experiment described below.

4.3.2. A LABORATORY STUDY OF EFFECTS OF ABUSED DRUGS ON HUMAN
PUPILLARY RESPONSE

In an effort to understand and quantify the effects of several classes of abused drugs on human
pupillary response, a study was conducted on the residential ward of the Addiction Research
Center of the National Institute on Drug Abuse.

4.3.2.1 Methods

Subjects — Eight healthy male subjects with a mean age of 34.1 years volunteered for this
study. During their participation in the study, they resided on a clinical research ward. The
subjects had extensive histories of illicit drug use that included recent ingestion (within the past
2 years) of opiates, marijuana, stimulants, alcohol, and sedative-hypnotics although they were
not dependent on any drug (except nicotine).

Study Design — All of the subjects received each of the treatments. Neither the subjects
nor the technician knew the identity of the treatment at the time of the experiment. The
treatments were randomly presented a minimum of 48 h apart. On study days, subjects
swallowed three opaque capsules, drank a large cold tonic drink (480 ml, in 15 min) with 2
ml 95% ethanol floated on top, and smoked a cigarette (either marijuana or placebo) according
to a paced puffing procedure: 8 puffs per cigarette, 20-s puff retention, 40-s interpuff interval.!?
On any experimental day, all of the dosage forms could have been a placebo (no active drugs)
or one of the dosage forms could have contained an active drug. The active drug conditions
were: marijuana 1.3% and 3.9% THC; ethanol 0.3 and 1.0 gm/kg; hydromorphone (Dilaudid)
1 and 3 mg; pentobarbital 150 and 450 mg; and amphetamine 10 and 30 mg. Drugs were
administered at the same time each day (9:45 am). A battery of subjective, performance, and
physiologic tests were completed before drug administration, and at selected times up to 300
min after drug.

Study Measures — (1) Pupiliary Measures: Measures of pupillary diameter and parameters
of the light reflex were made using a Pupilscan (Fairville Medical Optics) handheld pupillom-
cter.!® The sampling rate was 10 diameters (in pixels) per second; the light reflex was evoked
with a 0.1 s, 20 Lumen/sq ft, 565 nm (green) stimulus light. Initial (prestimulus) pupil
diameter, and the following parameters of the light reflex, were derived from the data collected
on a personal computer: constriction and dilation velocities, and the amplitude of constric-
tion.?!* Pupillary measures were collected after direct stimulation of the left eye. The measures
were made before the drug and at 30, 105, 180, and 300 min after the drug. (2) Subjective
Measures: Subjective effects of the experimental drugs were estimated from scores on several
standardized tests and computer-delivered 100-mm visual analog scales that measured drug
symptoms, “strength”, and “liking”. The 100-mm scale was anchored with the terms “not at
all” (0 mm) and extremely (100 mm). The subjects rated subjective effects before the drug and
at 30, 105, 180, and 300 min after the drug. (3) Performance Measures: Before beginning the
experimental series, subjects trained to a consistent level of performance on several tests of
cognitive performance including the Digit Symbol Substitution Test (DSST). In the DSST, a
random digit appeared on the computer screen. The subject used the numeric keypad of the
computer to reproduce a geometric pattern (3 keystrokes) that was uniquely associated with
the displayed digit. The dependent measure used was the number of correct responses during
the 2-min task.!® In the circular lights task, the subject pushed lighted buttons on a wall-
mounted board. At the start of the task, one of the 33 buttons was illuminated. Pushing that
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Figure 4.3.2.2.1 After high doses of the experimental drugs, changes (from baseline) in initial (prestimulus)
pupil diameter, constriction velocity, and constriction amplitude varied as a function of the drug
condition and time.

button added a point to the score and lighted another button at a random position. The score
was the total number of points (hits) in the 1-min task.!® The performance tests were
completed before the drug and at 30, 105, 180, and 300 min after drug administration. (5)
Statistical Analyses: Repeated measures analyses of variance (ANOVA)!Y were run on the
pupillary, subjective, and performance variables. The main factors were drug (12 levels) and
time (5 or 6 levels). Using a priori tests, data points after drug administration were compared
to baseline values and placebo values. The pupillary effects were correlated with subjective
effects (visual analog rating of “high” and “strong”) and performance effects (DSST, number
correct; circular lights, hits) by means of the Pearson’s product-moment correlation.

4.3.2.2 Results
Pupillary Measures (Figure 4.3.2.2.1)

4.3.2.2.1 Pupil Diameter

The experimental drugs caused significant changes in pupillary diameter measured before the
presentation of the light flash. One-way ANOVAs on the peak change indicated significant
differences among the treatment conditions. A two-way ANOVA indicated significant differ-
ences among drug conditions and time of measurement, as well as a significant drug by time
interaction. As shown in Table 4.3.2.2.1, high doses of ethanol, marijuana, hydromorphone,
and pentobarbital decreased pupil size, whereas amphetamine caused an increase. Although the
changes were statistically significant, their magnitude was not large. Pupil size decreased by 0.7,
0.5, 1.4, and 1.0 mm after the high doses of ethanol, marijuana, hydromorphone, and
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Table 4.3.2.2.1 Pupillary Effects of Experimental Drugs

Pupil Constriction Constriction Dilation
Drug Dose diameter amplitude velocity velocity
Ethanol 1 gm/kg  Decreased Decreased Decreased No change
Marijuana 3.9% THC Decreased Decreased Decreased Decreased
cigarette
Hydro- 3 mg Decreased  Decreased Decreased No change
morphone

Pentobarbital 450 mg Decreased No change Decreased No change

Amphetamine 30 mg Increased  No change No change No change

pentobarbital, respectively. The maximal increase after the high dose of amphetamine averaged
0.4 mm.

4.3.2.2.2 Constriction Amplitude

The constriction amplitude of the light reflex differed significantly among the treatment
conditions. A two-way ANOVA indicated significant differences among drug conditions and
time of measurement, as well as a significant drug by time interaction. As summarized in Table
4.3.2.2.1, constriction amplitude was significantly decreased by high doses of ethanol, mari-
juana and hydromorphone. The magnitude of the effect was small and the maximal changes
occurred at the time of the maximal change in pupillary size.

4.3.2.2.3 Constriction Velocity

The velocity of pupillary constriction changed significantly as a function of the drug treatment.
A two-way ANOVA indicated significant differences among drug conditions and time of
measurement, as well as a significant drug by time interaction. As shown in Table 4.3.2.2.1,
constriction velocity decreased after high doses of ethanol, marijuana, hydromorphone, and
pentobarbital. The high dose of marijuana, hydromorphone, and pentobarbital reduced the
constriction velocity by 1.2, 0.6, and 1.3 mm/s, respectively — changes that represented
reductions of 26, 14, and 27% of control velocities.

4.3.2.2.4 Dilation Velocity

As summarized in Table 4.3.2.2.1, only the high dose of marijuana significantly changed
(reduced) the velocity of dilation of the pupil during the recovery phase of the light reflex.

4.3.2.2.5 Subjective Measures (Figure 4.3.2.2.5)

Visual analog scale scores on the strength of drug effect were significantly different as a function
of drug condition and time of measurement. There was also a significant drug by time
interaction (Figure 4.3.2.2.5). Similarly, scores on the drug liking visual analog scale differed
significantly among the drug conditions. These data indicate the subjects perceived the high
doses of the experimental drugs as being strong and being liked. The positive endorsement of
questions of drug liking and strength by experienced drug users indicate that such drugs have
a high abuse potential.!®

4.3.2.2.6 Performance Measures (Figure 4.3.2.2.6)

DSST — ANOVAs on the number of correct responses on the DDST indicated there were
significant differences among drug conditions, time of measurement, and a significant drug by
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time interaction. Performance was significantly impaired after high doses of marijuana, ethanol,
pentobarbital, and hydromorphone.

Circular lights task — High doses of ethanol and pentobarbital significantly decreased the
number of hits on the circular lights task. The other experimental drugs caused no significant
change in this measure of performance.

Correlational Analyses — A visual comparison of the pupillary, subjective, and performance
effects of the experimental drugs (Figures 4.3.2.2.1,4.3.2.2.5, and 4.3.2.2.6) indicates that in
most instances the maximal change in each parameter occurred at the same time. Furthermore,
the time of maximal effect was related to the dosage form. For example, smoked marijuana
produced maximal subjective and performance effects 30 min after drug administration,
whereas after the capsules (pentobarbital, hydromorphone and amphetamine) significant
maximal changes occurred 120 min or longer after drug administration. Correlational analyses
were performed to determine if performance and subjective changes varied as a function of
pupillary change. Correlations between the change in pupil diameter and the changes in the
subjective and performance measures (total of 176 correlations) were statistically significant in
only 15 cases (7 at the high dose condition). Furthermore, only three of the significant
correlations in the high dose conditions occurred during the time of the maximal pupillary
change. These results indicate there is a very weak relationship between the pupillary, perfor-
mance, and subjective effects of these experimental drugs and that pupillary changes, even
under ideal laboratory conditions, do not predict changes in performance.
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4.3.3 EFFECTS OF ABUSED DRUGS ON PUPILLARY MEASURES

4.3.3.1 Opiates

In early clinical studies, it was shown that morphine caused miosis and morphine withdrawal
caused mydriasis.!” In humans, most opiates caused pupillary constriction and diminished the
constriction and dilation velocities of the light reflex.?? The results of the above study confirm
that hydromorphone, a potent orally active opiate, decreased pupil size and diminished the
constriction velocity and amplitude of the light reflex. Buprenorphine, a partial opiate agonist,
also decreased pupil size, constriction and dilation velocities, and the constriction amplitude
of the light reflex.?!?2 On withdrawal of buprenorphine there was a significant increase in pupil
size and in the parameters of the light reflex.!4

4.3.3.2 Stimulants

As was demonstrated in the experiment above and elsewhere, amphetamine?? and its derivatives
and cocaine??* significantly increased pupil size through an activation of the sympathetic nerve
innervation of the iris. Tennant?® also reported that cocaine and amphetamine-type stimulants
increased pupil diameter and diminished the pupil reaction to light.

4.3.3.3 Barbiturates

In the laboratory experiment described above, pentobarbital (450 mg) caused a small but
significant decrease in pupil size and a reduction in the constriction velocity of the light reflex.
The maximal effect was measured 300 min after oral drug administration. Nystagmus (rhyth-
mical oscillation of the eyeballs) and ptosis (drooping of the upper eyelid) are the eye signs that
are most often attributed to ingestion of barbiturates, benzodiazepines, ethanol, and other
CNS depressants.?3 26,27

4.3.3.4 Ethanol

As shown in the above experimental results, ethanol caused a small but significant decrease in
pupil size and a reduction in the response to a flash of light. In a review of the effects of abused
drugs on pupillary and ocular measures, Tennant?® reported that ethanol caused no change in
pupil size but diminished the light reflex. Nystagmus is a well-known sign of ethanol intoxi-
cation.??

4.3.3.5 Marijuana

The high dose of marijuana decreased pupil diameter in all subjects in the experiment described
above. The peak response occurred 30 min after smoking. There were significant decreases in
the constriction and dilation velocities of the light reflex. Tennant?® reported that marijuana
obtunded the light reflex without changes in pupil size.

4.3.3.6 Hallucinogens

Both indoleamine (e.g., lysergic acid diethylamide, LSD; psylocibin) and phenethylamine
hallucinogens (e.g., mescaline) increased pupil diameter.?® There have been no systematic
studies of the effects of these drugs on dynamic measures of the light reflex. Phencyclidine
(PCP) does not cause marked changes in pupil size or the light reflex. However, subjects
intoxicated with PCP often show horizontal and vertical nystagmus23

4.3.3.7 Nicotine

Cigarette smoking has been reported to increase pupil size during the time the cigarette is
being smoked.?® Pupil size returned to baseline values within 45 s after smoking a single
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cigarette. Pupil diameter of smokers was smaller (mean = 5.1 mm) than that of nonsmokers
(mean = 6.0 mm) suggesting that chronic cigarette smoking may persistently decrease pupil
size.?®

4.3.5 UTILITY AND LIMITATIONS OF PUPILLARY TESTING FOR ABUSED DRUGS

In limited circumstances, the use of pupillometry in drug detection application appears
reasonable. However, based on the experimental evidence cited above and a review of the
literature, there are reservations about the use of pupillometry to detect recent ingestion of
abused drugs. Several areas of concern and the limitations of the methodology are discussed
below.

4.3.5.1 Subject Variability

The size of the pupil and its responsiveness to a light stimulus varies considerably across
subjects. Normal pupil diameter ranges between 2 and 8 mm in the extremes of ambient light.
In conditions of controlled, low level (4 ft cd) ambient light, pupil size ranged from 3.5 to 8
mm and there were similarly large variations in constriction and dilation velocities of the light
reflex.? Fosnaugh et al.? recorded pupil measures on four consecutive days and found very little
within-subject variation in pupil size and parameters of the light reflex. These findings have
practical and theoretical importance. The wide variability between subjects indicates that a
single examination of the pupils and the light reflex is unlikely to be highly predictive of recent
drug ingestion. On the other hand, the small within-subject, day-to-day variability indicates
that a relatively small change in pupil measures in an individual may be an indicator of recent
drug ingestion. These suggestions emphasize the importance of having verifiable, drug-free
baseline data for individuals enrolled in testing programs.

4.3.5.2 Conditions of Measurement

The ambient light present when pupillary measures are made clearly influences the values
obtained. For example, Fosnaugh et al.? determined the effects of ambient light on pupil size
and measures of the light reflex. As ambient light varied between <.1 ft cd to 200 ft cd, pupil
size decreased from 6.5 to 2.5 mm; constriction and dilation velocities decreased from 6.0 to
1.5 mm/s and from 2.5 to 1.5 mm/s, respectively. The ranges in the Fosnaugh et al.?
experiment are similar to those reported elsewhere.1%30 In the high ambient light conditions,
pupil diameter and the constriction and dilation velocities increased when an opaque patch was
placed over the contralateral eye.? These findings indicate that the design of pupillometers
should incorporate features to assure that the ambient light is constant and that the subject
consistently opens (or closes) the contralateral eye as the measures are made. In pupillometers
where the subject is required to focus or gaze at a near object, accommodation-induced miosis
will change pupil size and may diminish the sensitivity of the pupil to a light flash.

4.3.5.3 Effect of Fatigue, Disease, and Legal Drugs

Fatigue tends to decrease pupil size and diminish the response to light through diminished
inhibition of the Edinger Westphal nucleus.? Subjects with diabetes mellitus have smaller pupils
and a sluggish light reflex.3! Schizophrenia and other psychiatric diagnoses are associated with
sluggish pupillary response to a light flash and other pupillary abnormalities.?? The light reflex
is obtunded in anxious subjects.®

The ingestion of many widely used drugs changes pupillary diameter and the responsive-
ness to light.2326.33 For example, the following drug classes increase pupil size: anticholinergics
(e.g., atropine, scopolamine), sympathomimetics (e.g., epinephrine, ephedrine), and antihista-
mines (diphenhydramine). Other drug classes decrease pupil diameter: cholinomimetics (phy-
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sostigmine, pilocarpine), sympatholytics (e.g., reserpine, guanethidine, alpha-methyldopa),
and chlorpromazine. The wide range of drugs that affect pupillary measures complicate the
application of pupillometry in the detection of illegal drugs.

4.3.6 CONCLUSIONS

The proposal that pupillary measures could be used to distinguish classes of drugs likely to
impair automobile driving performance?® stimulated interest in the use of pupillometry for drug
detection applications. The literature reviewed and the results of the controlled, clinical study
presented above indicate that several classes of commonly abused drugs have specific, dose-
related effects on pupil size and measures of the light reflex. The application of pupillometry
for the detection of drugs of abuse is theoretically possible but the practical utility is limited.
Because of the large between-subject variation in pupillary measures, one must know the
baseline values for the tested subject. This limits the use of the technique to workplace, military,
or institutional applications. The profound influence of ambient light on pupillary measures
dictates that the conditions under which measures are made be carefully controlled. Other
drugs, fatigue, and some diseases also influence measures of the light reflex and may increase
the number of false positive readings. Finally, the magnitude of the effects of the drugs studied
are small and transient and often do not exceed the within-subject variability. These consid-
erations challenge the use of pupillometry as a drug detection application.
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4.4 EVALUATING ABUSE LIABILITY: METHODS AND PREDICTIVE VALUE

Kenzie L. PresTON, PH.D. AND SHARON L. WALSH, PH.D.

INTRAMURAL RESEARCH PROGRAM, NATIONAL INsTiTUTE ON DRUG ABust (KLP), JoHns
Horkins UNIVERsITY ScHOOL OF MEDICINE (KLP AND SLW) BALTIMORE, MARYLAND

4.4.1 FACTORS THAT AFFECT ABUSE LIABILITY

The degree to which a psychoactive substance is abused is dependent on a number of factors.
Important factors include its physical properties, pharmacological profile, physical dependence
capacity, toxicity, availability, and the cultural milieu. Some of these factors (physical proper-
ties, pharmacological profile, physical dependence capacity, and toxicity) are characteristics of
the drug itself or the result of interactions between the organism, and the drug; these factors
are amenable to measurement. Other factors, such as availability and cultural milieu, are the
result of interactions among the compound, the organism and the environment and do not
readily lend themselves to experimental analysis.

While the complex interplay among the various factors prevents the exact prediction of
future abuse for an individual compound, general principles have been established to assess
abuse potential and guide regulatory agencies in choosing appropriate levels of control. The
availability of psychoactive substances is controlled under federal regulations designed to
decrease drug abuse and protect the public health. The level of regulatory control is evaluated
for new medications when they are reviewed by the Food and Drug Administration for
approval prior to marketing. In addition, psychoactive substances that are neither under
pharmaceutical development nor used for legitimate medical purposes can also be considered
for control if reports of abuse occur. The criteria for assessing abuse potential for the purpose
